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Abstract
Background Smoking is a critical risk factor responsible for over eight million annual deaths worldwide. It is essential 
to obtain information on smoking habits to advance research and implement preventive measures such as screening 
of high-risk individuals. In most countries, including Denmark, smoking habits are not systematically recorded and 
at best documented within unstructured free-text segments of electronic health records (EHRs). This would require 
researchers and clinicians to manually navigate through extensive amounts of unstructured data, which is one of the 
main reasons that smoking habits are rarely integrated into larger studies. Our aim is to develop machine learning 
models to classify patients’ smoking status from their EHRs.

Methods This study proposes an efficient natural language processing (NLP) pipeline capable of classifying patients’ 
smoking status and providing explanations for the decisions. The proposed NLP pipeline comprises four distinct 
components, which are; (1) considering preprocessing techniques to address abbreviations, punctuation, and 
other textual irregularities, (2) four cutting-edge feature extraction techniques, i.e. Embedding, BERT, Word2Vec, 
and Count Vectorizer, employed to extract the optimal features, (3) utilization of a Stacking-based Ensemble (SE) 
model and a Convolutional Long Short-Term Memory Neural Network (CNN-LSTM) for the identification of smoking 
status, and (4) application of a local interpretable model-agnostic explanation to explain the decisions rendered by 
the detection models. The EHRs of 23,132 patients with suspected lung cancer were collected from the Region of 
Southern Denmark during the period 1/1/2009-31/12/2018. A medical professional annotated the data into ‘Smoker’ 
and ‘Non-Smoker’ with further classifications as ‘Active-Smoker’, ‘Former-Smoker’, and ‘Never-Smoker’. Subsequently, 
the annotated dataset was used for the development of binary and multiclass classification models. An extensive 
comparison was conducted of the detection performance across various model architectures.

Results The results of experimental validation confirm the consistency among the models. However, for binary 
classification, BERT method with CNN-LSTM architecture outperformed other models by achieving precision, recall, 
and F1-scores between 97% and 99% for both Never-Smokers and Active-Smokers. In multiclass classification, the 
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Introduction
Information on smoking status is crucial especially in 
cardiovascular, pulmonary, diabetes, and cancer research, 
since in addition to being a common risk factor it is also 
a confounder for various diseases [1]. Smoking accounts 
for more than eight million deaths annually [2]. In the 
specific area of lung cancer, the implementation of 
screening and detective models is becoming more rel-
evant. The models, however, lack the ability to identify 
high-risk individuals who are dependent on tobacco [3]. 
In Denmark, smoking habits are not formally registered 
unless patients are diagnosed with cancer or a chronic 
disease that includes them in the National Clinical Regis-
tries. For example, information on the smoking habits of a 
lung cancer patient will be registered in the Danish Lung 
Cancer Registry, while a patient with chronic obstruc-
tive pulmonary disease, followed at a hospital level, will 
appear in the Danish Register of Chronic Obstructive 
Lung Disease [4]. Patients with milder conditions often 
do not appear in national registries, and information on 
smoking habits is only available as unstructured free-
text in electronic health records (EHRs) [5]. The records 
often have an unrestricted format leading to differences 
between clinicians in terms of spelling errors, abbrevia-
tions, and a field-specific jargon that may be difficult for 
outsiders to interpret [6]. Clinicians have to manually 
search for smoking habits, which is feasible when dealing 
with a small number of patients, but it becomes impracti-
cal with larger cohorts, such as a high-risk population for 
lung cancer screening or large-scale research with smok-
ing as an essential risk factor [7].

Natural Language Processing (NLP), a sub-field of arti-
ficial intelligence, focuses on analyzing linguistic data, 
particularly unstructured textual data using machine 
learning. The main goal of NLP is to transform free 
text into structured data that can be easily identified by 
machines [8]. NLP has been used in healthcare for vari-
ous tasks such as detecting heart failure criteria [9], iden-
tifying adverse drug effects [10] detecting symptoms 
of specific disease, and improving quality of life [11]. 
In 2006, the “Informatics for Integrating Biology and 
the Bedside” research center announced the “Smoking 

challenge” funded by the National Institute of Health in 
the USA. The challenge aimed to address the problem 
of classifying smoking status based on EHRs and com-
pare the performance with classifications made by pul-
monologists. By means of supervised and unsupervised 
classifiers, several models demonstrated the ability to 
classify smoking status using a limited number of key 
textual features [12]. More recently, applying deep neural 
networks to EHRs has been in focus due to their better 
performance and lower preprocessing requirements [13, 
14]. In 2018, Google developed a new technique called 
Bidirectional Encoder Representations from Transform-
ers (BERT). Unlike traditional word embedding methods 
such as word2vec, BERT is context-sensitive and gener-
ates a representation of each word based on the other 
words in the sentence [15, 16]. BERT is considered state-
of-the-art, as it allows for transfer learning and adapta-
tions to other domains [17]. In 2020, a Danish edition of 
BERT was introduced, trained on 1.6 billion words from 
various online repositories (Common Crawl, Wikipedia, 
OpenSubtitles, etc.) [18, 19]. Additionally, in 2021, Derc-
zynski et al. presented the first Danish Gigaword Corpus, 
a billion-word corpus encompassing a wide range of the 
Danish language from different domains, settings, time 
periods, registers, and dialects [20].

Despite the advancements, a high-performing model 
capable of detection smoking status in the Danish lan-
guage is yet to be developed. This limitation can be 
attributed to both the limited availability of text data due 
to access restrictions and the lack of advanced model 
development. The complex structure of EHRs further 
limits the possibility of transfer learning from other lan-
guages [21]. Consequently, this paper aims to address 
these challenges by presenting a high-performing NLP-
based model capable of detecting smoking status in Dan-
ish EHRs using both binary and multiclass labels. The 
model is expected to be valuable in future screening sce-
narios and various research fields, including other types 
of cancer and cardiovascular diseases.

As machine learning and deep neural networks con-
tinue to advance, they often remain mysterious for both 
developers and end-users, resembling black boxes. The 

Embedding technique with CNN-LSTM architecture yielded the most favorable results in class-specific evaluations, 
with equal performance measures of 97% for Never-Smoker and measures in the range of 86 to 89% for Active-
Smoker and 91–92% for Never-Smoker.

Conclusion Our proposed NLP pipeline achieved a high level of classification performance. In addition, we presented 
the explanation of the decision made by the best performing detection model. Future work will expand the model’s 
capabilities to analyze longer notes and a broader range of categories to maximize its utility in further research and 
screening applications.

Keywords Natural language processing, Text classification, Stacking-based ensemble, Deep learning, CNN, LSTM, 
Explainable Artificial Intelligence (XAI), Electronic health record, Smoking status
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lack of transparency obstructs the broad adoption of 
such models, especially in domains where decision mak-
ing holds critical importance such as the medical field. 
To effectively implement a model in a medical context, 
explainability becomes imperative in allowing clinicians 
and researchers to trust and comprehend the precise 
detection made [22]. An explainable model enhances 
the chance of identifying systematic errors and hence 
improves the model’s performance. Understanding the 
rationale behind a detection and the potential for model 
enhancement is of utmost importance for clinicians or 
researchers who will ultimately be responsible for the 
outcomes. While research and applications in explainable 
artificial intelligence have grown in the context of image 
and structured data models, those based on free-text 
datasets have received comparatively less attention [23]. 
Consequently, in addition to developing highly accurate 
detection models, this study seeks to provide transparent 
post-hoc explanations for the models.

The contributions of our study can be summarized as 
follows:

1. Formulate several NLP-based architectures 
to identify smoking status: To the best of our 
knowledge, this is the first study to detect smoking 
status based on Danish text from EHR. Several NLP-
based architectures formulated resulting from the 
integration of advanced feature extraction techniques 
with ensemble-based machine learning and deep 
learning models.

2. Analyzing the detection performance of developed 
architectures and comparing them with state-of-the-
art detection models: Comprehensive analysis and 
comparison of the performance of the developed 
models against existing state-of-the-art predictive 
models, with the superior models identified through 
rigorous statistical evaluation. This not only 
highlighted the detection performance of our model 
in comparison to others but also explored into a 
non-parametric statistical assessment based on the 
Friedman test.

3. Post-hoc explanations for the detection models: 
The study is the first study to provide model 
explanations for smoking status detection based on 
EHR. Explanation of the models’ decision-making 
processes using the state-of-the-art XAI approach, 
LIME, highlighting the significance of individual 
features and the underlying rationale for model 
decisions.

Methods
The subsequent sections outline the process of data col-
lection followed by preprocessing, feature extraction, 
model development, evaluation, and explanation. Fig-
ure  1 provides a comprehensive overview of the study’s 
methodology, encompassing all stages of the pipeline.

Data collection
Data for this project were obtained from EHRs within a 
cohort of 38,944 patients who underwent assessments for 
a potential risk of lung cancer between January 1, 2009 
and December 31, 2018 in the Region of Southern Den-
mark. This cohort has been comprehensively described in 
a related work [24]. We collected all types of documents 
from the EHRs containing the subheaders “smoking” or 
“risk factors” without imposing any time constraints. The 
subheaders were chosen, as they most commonly contain 
documentation of smoking history. Moreover, the data 
annotation process would have been impractical which 
we used on complete patient notes from the EHRs. We 
carefully eliminated duplicate entries, instances with 
missing gender information, and we pseudonymized the 
data to ensure privacy and confidentiality.

Pre-processing
Clinical notes underwent manual annotation by a medi-
cal doctor and the results were subsequently reviewed 
by the same doctor. The dataset underwent further 
refinement with a decision to include only one note per 
patient. As the annotated data have been employed in 
previous studies to predict lung cancer status, our selec-
tion focused on the note that provided the most com-
prehensive details regarding smoking status. Patients 
were primarily categorized as Active Smoker if they had 
detailed information on current pack-years (a widely rec-
ognized measure of smoking intensity calculated by mul-
tiplying the number of packs of cigarettes smoked per 
day by the number of years of smoking) [25]. The remain-
ing patients, lacking information on pack-year, were cat-
egorized as Active-Smoker or Former-Smoker, or status 
unknown. To resolve the “unknown” category, additional 
notes for these patients were evaluated and a smok-
ing label was assigned based on the note containing the 
most comprehensive information. Any duplicate entries 
were removed, retaining only the note responsible for the 
patient’s label.

To validate the smoking status annotation from the 
EHRs, the distributions were compared with registra-
tions of pack-years obtained from the Danish Lung Can-
cer Registry. They had been recorded independently of 
the EHRs and manually completed by clinicians upon a 
patient’s lung cancer diagnosis. While the registration 
of smoking status from the Danish Lung Cancer Regis-
try is not integrated in the EHRs, it is expected to align 
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with the EHRs annotations overall. Following the annota-
tion process the text underwent cleaning in the follow-
ing sequence: Handling of abbreviations, conversion of 
all text to lowercase, removal of stop words, numbers, 
and punctuation marks. Consecutive spaces where there 
were two or more spaces in a row were either removed or 
converted to a single space. Finally, a word tokenizer was 
applied to convert sentences into word tokens.

The cleaning steps employed in this study are carefully 
tailored to enhance the analysis of Danish EHRs, recog-
nizing the unique linguistic and structural characteristics 
of the language. Handling abbreviations initially is crucial 
in Danish language, where abbreviations can carry sig-
nificant meanings or denote specific terminology, ensur-
ing that such condensed forms are correctly interpreted 
or expanded for analysis. Converting all text to lowercase 
addresses the case sensitivity of Danish language, pro-
moting uniformity and reducing the risk of duplicate rep-
resentations for the same words.

The removal of stop words, numbers, and punctuation 
marks, beside the consolidation of consecutive spaces, 
streamlines the text, focusing the analysis on the most 
meaningful content without the noise of non-informative 
elements. This step is particularly effective in Danish, 
where functional words and punctuation can obscure key 
linguistic patterns if not properly managed. Applying a 
word tokenizer as the final step effectively breaks down 
sentences into individual tokens, a process that is essen-
tial for capturing the morphological richness of Dan-
ish words and phrases. Each of these steps, collectively, 
prepares the Danish EHRs for a more accurate and effi-
cient computational analysis, ensuring that subsequent 
NLP tasks, such as feature extraction and model training, 
are performed on clean, consistent data that accurately 
reflects the intricacies of the Danish language.

Given the challenge of imbalanced class distribution, 
a stratified split approach was chosen, which entailed 
dividing the data into a training set (70%) and a test 
set (30%). By using a stratified split, the proportion of 
records in all classes remained consistent between the 
training and test sets. Preprocessing techniques, includ-
ing data cleaning and feature extraction, were exclusively 
learned from the training set, and subsequently applied 
to the test set with necessary adaptations. This prevented 
a possible information leakage from the test set to the 
model training process, which could have led to an overly 
optimistic evaluation of model performance. It is impor-
tant to note that the test set was exclusively used for eval-
uating the performance of the final models and did not 
contribute to the model learning process.

Feature extraction
Before choosing a classification algorithm for the task, 
it is essential to transform the unstructured data into a 

numerically vectorized representation. Feature extraction 
can be done with word embedding methods referring 
to the representation of words and whole sentences in 
a numerical manner. Words are converted into numeric 
vectors, and vectors of words closely related would be 
closer to each other [26]. In this study, we consider three 
methods to encode the tokens of a given technical text 
into a vectorized representation: The well-known Word 
embedding, BERT, Count Vectorizer and Word2Vec-
tor. General descriptions of all methods are described in 
detail in Table  1. We applied a hyperparameter tuning 
step for the Count Vectorizer method using a random-
ized search cross validation to identify the threshold 
for the removal of frequent tokens and the number of 
n-grams.

Selecting Word Embedding, BERT, Count Vectorizer, 
and Word2Vec as methods for encoding tokens of Danish 
EHR into vector representations aligns with our objective 
to capture the linguistic nuances inherent to the Danish 
language effectively. Word Embeddings and Word2Vec, 
both deeply rooted in learning contextual relationships 
and semantic similarities, are particularly adept at navi-
gating the intricate morphological characteristics of Dan-
ish language, such as its compound words and diverse 
verb forms. These methods excel in creating nuanced 
vector representations that reflect the semantic richness 
of words within their specific context, a crucial feature 
for the Danish language with its nuanced meanings and 
expressions.

BERT, with its deep contextualized training, excels in 
understanding the syntax and semantics of Danish text, 
leveraging its transformer architecture to capture subtle 
language cues and idiomatic expressions unique to Dan-
ish language. This is particularly beneficial given the con-
textual richness and syntactic flexibility of Danish. Lastly, 
Count Vectorizer provides a straightforward yet powerful 
approach to text representation, capturing the frequency 
of terms in a manner that supports the identification of 
domain-specific terminology prevalent in technical texts. 
Additionally, these methods provide a comprehensive 
toolkit for Danish text analysis, balancing deep seman-
tic understanding with robust statistical approaches to 
ensure accurate and meaningful representation of Danish 
EHR.

Model development
Stacking-based ensemble (SE)
The SE method was created by Wolpert et al. and is dif-
ferent from previous ensemble learning techniques in 
that it employs meta-learning to combine multiple types 
of machine learning algorithms [30]. SE is used in a two-
level structure where the level-1 meta learner combines 
the outputs of the level-0 base learners. Figure 1, Sect. 4 
illustrates the stacking structure used in this study, which 
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comprises three stages. The first stage involves training 
the base classifiers, which are K-Nearest Neighbor, Deci-
sion Trees, Random Forest, and XGBoost algorithms. 
The second stage involves gathering the output detec-
tion (feature vectors) of the base classifiers to generate a 
new reorganized training set. Finally, in the third stage, 
the Logistic Regression algorithm is utilized to train 
the meta-classifier using the new training set, resulting 
in the development of SE. Detailed descriptions of the 
developed machine learning algorithms are provided in 
Table 2.

CNN-LSTM
For the detection of smoking status, we also used the 
architecture CNN-LSTM. It consists of five layers, i.e., 
an input layer for word embedding, a one-dimensional 
convolutional network layer for local feature extraction, 
an LSTM network layer for capturing long-term depen-
dencies, a dropout layer, and a classification layer for 
label detection. The structure of our model is shown in 
Fig. 1 (Sect. 4). In the input layer, input texts are treated 
as a matrix. Each row of the matrix represents a word, 
derived from the feature extraction method. In this study, 
the dimension of 300 is considered for the input layer. We 
used a one-dimensional convolution layer (Conv1D) to 
capture the sequence information and reduce the dimen-
sions of the input data. A convolution operation involves 
a convolutional kernel applied to a fixed window of words 
to compute a new feature. The kernel, also called a filter, 

completes the feature extraction. Each filter is applied to 
a window of m words to obtain a single feature. To ensure 
the integrity of the word as the smallest granularity, the 
width of the filter is equal to the width of the original 
matrix. In this study, we employed the Conv1D layer 
with 256 filters and a kernel size of 3 in the output of the 
embedding layer to learn the lower-level features from 
words. A nonlinear activation function ReLU is used to 
reduce the number of iterations needed for convergence 
in deep networks.

Following the above steps, the result of the convolu-
tion was pooled using the maximum pooling operation 
to capture essential features in the text. To improve the 
quality of our text classification task, the different calcu-
lated features were concatenated to constitute the input 
of the LSTM layer. LSTM solves the vanishing gradient 
problem because it learns to regulate the flow of informa-
tion. Due to high memory power, LSTMs can efficiently 
capture contextual information from the input text and 
produce high-level features that are used for further clas-
sification. We added a dropout layer to reduce the chance 
of overfitting. Finally, the last component is the fully 
connected layer, which takes as input the characteristics 
generated from a sentence by the LSTM layer and con-
sequently detects the most appropriate label according 
to semantic and syntactic content. The probability that a 
sentence belongs to the smoking categories is calculated 
by the Softmax activation function.

Table 1 The four word embedding methods applied in the study
Feature 
extractor

Description

Embedding [27] Embeddings transform text into dense vectors encapsulating semantic meanings in a compact space. These representations, 
often derived from neural networks trained on vast text datasets, ensure that similar words have closely aligned vectors. During 
training, the model adjusts vectors based on word context deepening the semantic understanding over time. The embeddings 
can represent entire sentences by techniques like averaging word vectors. The vectors can also be utilized as features in traditional 
machine learning models, bridging neural-based and classic techniques.

BERT [15] BERT (Bidirectional Encoder Representations from Transformers) is a deep learning model designed for natural language under-
standing. When it comes to feature extraction, BERT captures contextual information from both directions (left-to-right and right-
to-left) of a given word or token in a text. Instead of using the final outputs of BERT as predictions, one can extract the hidden 
states (vectors) from its layers as dense and context-rich representations of the text. Typically, the final hidden state (from the last 
layer) of the [CLS] token is used as a representation for the entire sequence, or individual token embeddings from desired layers 
can be averaged or pooled for sentence representations. The extracted features can then serve as input for other downstream 
tasks or traditional machine learning models, providing them with a rich, context-aware representation of the input text.

Count Vectorizer 
[28]

The count vectorizer is a technique used to extract words from a given text. In this process, the words are regarded as distinct fea-
tures, and their classification is based on their frequency of occurrence. The information is represented as a vector, where each ele-
ment corresponds to the frequency of a specific word within the document. By applying this method to each document, feature 
vectors are generated. The feature vectors capture the distribution of word frequencies across the entire corpus. Ultimately, the 
vectors are combined into a sparse matrix, in which each column represents a feature vector, thereby facilitating further analysis 
and modeling tasks.

Word2Vector [29] Word2Vector is a word embedding method for generating n-dimensional vectors from words. A word2vec model is trained on a 
corpus of text data whereby it learns the relationships between words as they occur in the corpus through the use of a neural net-
work. This network can then be used to convert words to vectors. The relationship of words is encoded in this embedded space 
through the relative position of individual words in the space. The resulting embedding is similar to that produced by transform-
ers, but unlike transformers, the vectors produced by the word2vector algorithm do not contain any information on the context 
of the word as it appears in a specific sentence but merely an amalgamation of all contexts the given word has appeared in.
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Model architectures
Combining the different feature extraction methods 
with CNN-LSTM and the SE resulted in seven architec-
tures: (1) Embedding with CNN-LSTM, (2) Embedding 
with SE, (3) Bert with CNN-LSTM, (4) Bert with SE, (5) 
Word2Vector with CNN-LSTM, (6) Word2Vector with 
SE, and (7) Count Vectorizer with SE. The details of these 
architectures are presented in Fig. 1, Sect. 4.

In this study, we chose not to employ the combination 
of Count Vectorizer with a CNN-LSTM architecture. 
The rationale behind the decision lies in the intrinsic 
design of the Count Vectorizer, which produces a bag-
of-words representation, consequently discarding word 
order. CNN-LSTM architectures are specifically tailored 
to capture sequential patterns in data; therefore, using 
a bag-of-words representation compromises their pri-
mary advantage. Furthermore, the integration of CNN-
LSTM introduces substantial complexity to the model. 
In the absence of sequential data to leverage the unique 
strengths of CNN-LSTM, alternative simpler models may 
potentially offer comparable or superior performance 
without the computational overhead of such intricate 
architectures.

Model evaluation
To assess the detection performance of the created clas-
sifiers, several metrics were employed, including the 
receiver operating characteristics curve (ROC), area 
under the receiver operating characteristics curve (AU-
ROC), Precision, Recall, F1-Score, and detection accu-
racy. These performance metrics are determined by 
searching for the values of true positive (TP), false posi-
tive (FP), false negative (FN), and true negative (TN). 
Detailed descriptions of the evaluation metrics used are 
presented in Table 3.

Model explanation
Explainable Artificial Intelligence (XAI) techniques helps 
to explain the decisions made by machine learning mod-
els so that humans can understand. Ensuring that clini-
cal staff and end users trust a machine learning model’s 
decisions requires making it’s reasoning process clear 
and comprehensible [37]. The local interpretable model-
agnostic explanations (LIME) framework is one of the 
most extensively used XAI packages that enables clas-
sifiers to explain individual detection [38]. It explains a 
decision by locally approximating the classifier’s decision 
boundary in the given instance’s neighborhood. LIME 
builds locally linear models to explain the detection of 

Table 2 Description of machine learning algorithms used and the stacking-based ensemble method (SE). K-Nearest Neighbors (KNN). 
Decision Tree (DT). Extreme Gradient Boosting (XG-Boost). Random Forest (RF).
Model Description
KNN [31] K-Nearest Neighbor (KNN) is a classifier in the category of non-parametric methods. Its approach to classifying an unknown instance 

involves examining the classification of its neighboring data points. Specifically, it labels the target by evaluating the class labels of 
k number of the closest points in the feature space. The classification of the target is then determined by assigning it to the most 
frequently occurring class among its k-nearest neighbors.

DT [32] The Decision Tree (DT) algorithm is a recursive and greedy approach that uses a tree data structure where nodes and branches repre-
sent targets and features, respectively. The initial node in the tree is the root node from which other nodes branch out. The algorithm 
uses all nodes, including the leaves, to determine the best class for the target. The DT algorithm constructs the tree by first growing it 
to its maximum depth to ensure that each leaf node is pure. It then performs a pruning upwards, optimizing the classification error as 
well as the proportion of final nodes in the tree.

RF [33] Random Forest (RF) is a commonly used bagging ensemble algorithm in health-related research. Essentially, RF is a group of classifiers 
made up of decision trees generated from two different sources of randomization. Firstly, a random sample is trained on each decision 
tree with the original data replaced by new information on the same size as the supplied training set. It is estimated that the resulting 
bootstrapping process includes approximately 37% redundant instances.

XGBoost [34] XGBoost is an ensemble method that employs decision trees and utilizes the gradient boosting framework. It is renowned for its versa-
tility, portability, and efficiency. Unlike traditional gradient boosting, XGBoost approximates the optimization of the objective function 
using the second-order derivative (or Taylor expansion). It offers a variety of hyperparameters that give practitioners a fine-tuned con-
trol over model training. Initially, the algorithm makes a naive prediction for the target variable. To enhance the prediction’s accuracy, 
XGBoost iteratively constructs new trees that focus on the residuals or errors of the preceding trees. When each tree has been trained, 
its contribution to the final prediction is moderated by a learning rate, preventing overfitting and ensuring more robust generalization.

LR [35] Logistic Regression is a statistical method used for modeling the probability of a binary outcome based on one or more predictor 
variables. The logistic function transforms any linear combination of the predictors into a value between 0 and 1 suitable for estimat-
ing probabilities, which can then be translated into class predictions. Due to its interpretability and simplicity, Logistic Regression is 
commonly employed in various fields, including medicine, where it is used to relate patient characteristics to outcomes.

SE [36] The stacking method is a popular type of heterogeneous ensemble learning that uses meta-models to combine various base clas-
sifiers to generate more accurate predictions. The primary advantage of the stacking method is that it can leverage the strengths of 
multiple effective models to produce more precise forecasts. The stacking method is trained on the complete training set, and a meta 
estimator is used to learn how to combine the base classifiers, which is distinct from other ensemble learning techniques such as Ran-
dom Forest. The stacking method can assess the error of all base classifiers separately using basic learning processes and subsequently 
reduce residual errors using meta-learning steps.
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a machine learning model. It corresponds to the rule-
based regional explanations through the simplification 
category. Explanations through simplification build an 
entirely new model based on the trained machine learn-
ing model to be explained. The newly simplified model 
then attempts to optimize its similarity to its previous 
model functions while lowering complexity and main-
taining comparable performance. As a result, after the 
machine learning decision is achieved, the LIME is used 

to assess the features’ importance and probabilities in the 
decision. As a result, we can determine the importance of 
the features in the decision input, which assists in inter-
preting the model outputs. We applied this technique to 
the models, which has the highest detection. Since the 
data are private and contain sensitive information, only 
the non-sensitive portions of the sentences are displayed 
in the examples.

Fig. 1 Flowchart depicting the study design in each step of the NLP pipeline. Bidirectional Encoder Representations from Transformers (BERT). Convolu-
tional neural network with a long short-term memory layer (CNN-LSTM). K-Nearest Neighbors (KNN). Decision Tree. Created with Biorender.com
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Results
Dataset description
From the total cohort of patients examined on suspicion 
of lung cancer (N = 38,944), notes containing the two sub-
headers were available on 23,542 patients (59%). After 
removing duplicates and patients missing data on gen-
der, the final cohort was reduced to 23,132 patients, each 
with multiple registrations (92,113 notes). Each note con-
tained an average of 60 tokens, but the range of the token 
length varied between 1 and 1051. The annotation of the 
23,132 patients with available notes resulted in the fol-
lowing distribution of smoking habits: 6121 (26%) Never-
Smoker, 10,617 (46%) Former-Smoker and 6394 (28%) 
Active-Smoker. They were further pooled into binary 
labels of Non-Smoker (26%) and Smoker (74%), which is 
former and active smokers.

To validate the data annotation, the results were 
matched against the registrations in the Danish Lung 
Cancer Registry. From the 23,132 patients with EHR-
annotated smoking status, 4719 had lung cancer. Among 
these, data on smoking status registered in the Danish 

Lung Cancer Registry was available on 4168 patients. 
In the registry 217 patients were listed as Non-Smoker, 
of which the EHR annotation was equivalent in 83% of 
the cases. The registration as Smoker was made on 3787 
patients of which the EHR annotation was equivalent in 
97% of cases. This was overall considered to be a high 
correlation between the results and acceptable validity of 
the manual annotation from free text.

Binary classification
It is important to note that in terms of precision, recall, 
and F1-score, the SE-based architecture was low on 
average and class-specific performance. As presented in 
Fig.  2, BERT with SE and Embedding with SE achieved 
the worst results compared with the other feature extrac-
tion methods, in which the accuracy reached 97%. This 
might be due to high dimensionality, causing the SE to be 
less effective when compared to alternative methods. On 
the other hand, BERT with CNN-LSTM could achieve 
almost the highest overall accuracy and precision of 99% 
among all developed architecture. However, as shown in 

Table 3 Description of performance metrics and their formula. Area under receiver operating characteristics curve (AU-ROC)
Metric Description Formula
Precision Precision, also known as Positive Predictive Value (PPV), is a perfor-

mance measure that quantifies the proportion of predicted positive 
records that are actually true positives. Its primary purpose is to 
minimize the occurrence of false positives.

Precision = TP
TP+FP

Recall Recall, also referred to as True Positive Rate (TPR), is a performance 
metric that assesses the sensitivity of a classifier. It measures the 
ability of the model to correctly identify positive samples. Recall is es-
pecially useful when the objective is to capture all positive samples 
and avoid false negatives.

Recall (Sensitivity) = TP
TP+FN

F1-Score The F1-Score is measured by calculating the average of Precision and 
Recall. It provides insight into the classifier’s ability to identify positive 
records accurately. A higher F1-Score indicates superior performance 
of the classifier in the positive class. When dealing with imbalanced 
datasets of binary classifications, F1-Score can be a better metric to 
use than accuracy.

F1− Score = 2× Precision×Recall
Precision+Recall

Detection Accuracy The most commonly used metric to evaluate a classifier’s perfor-
mance is detection accuracy, which measures how accurately the 
algorithm detects the actual class labels. Calculating detection accu-
racy is a quick way to assess the effectiveness of the detection model 
and overall performance. However, while it provides a general sense 
of the model’s performance, it may not provide detailed information 
on the classifier’s performance and may not be the best metric to 
consider in some cases.

Accuracy = TP+TN
TP+TN+FP+FN

AU-ROC The AU-ROC is a performance metric that represents the area under 
the ROC curve, summarizing the overall performance of classifiers. 
It assumes that the errors of false positives and false negatives have 
equal importance. However, in medical situations, false negatives 
are usually considered more serious since those individuals are 
not detected by the test. False positives, on the other hand, can be 
retested to correct the classification. The ROC curve is a graphical 
representation of the trade-off between True Positive Rate (TPR) and 
False Positive Rate (FPR) for various threshold settings. It plots the 
cumulative distribution function of a defined probability distribution 
for both correctly and incorrectly classified events. TPR is shown on 
the y-axis, while FPR is on the x-axis.

FalsePositiveRate = FP
TN+FP
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Table  4, BERT using CNN-LSTM shared the best pre-
cision of 99% with Embedding using the CNN-LSMT 
architecture for the Smoker class.

In terms of recall, Embedding with CNN-LSTM and 
Count Vectorizer with SE achieved the highest precision 
of 98% as shown in Fig. 2. For the single class of Smoker, 
however, Bert with CNN-LSTM achieved the highest 
recall of 100% (Table 4). In terms of F1-Score, Word2Vec-
tor achieved the highest overall performance of 98%. As 
to F1-Score of a single class of Smoker, three architec-
tures achieved the highest score of 99%, i.e., BERT with 
CNN-LSTM, Word2Vector with CNN-LSTM and Count 
Vectorizer with SE.

Results based on confusion matrix (Fig.  3) indicates 
that Word2Vector with CNN-LSTM architecture had 
the best performance in terms of detecting Smoker class 
with a true detection rate of about 99%. BERT with CNN-
LSTM architecture performed best in detecting Non-
Smoker patients at a true detection rate of about 98%. 
The results of other machine learning classifiers includ-
ing KNN, DT, RF, and XGBoost are presented in Supple-
mentary Fig. 1 and Supplementary Table 1.

Multiclass classification
As presented in Fig.  4, BERT with SE had the lowest 
performance compared to the other feature extraction 
methods, in which the accuracy reached 89%. Contrarily, 

Table 4 Class-specific evaluation measures based on binary classification of the seven model architectures. CNN-LSTM: Convolutional 
neural network with a long short-term memory layer. SE: Stacking-Based Ensemble. BERT: Bidirectional Encoder Representations from 
Transformers
Performance binary

Embedding
CNN-LSTM

Embedding
SE

Bert
CNN-LSTM

Bert
SE

Word2Vector
CNN-LSTM

Word2Vector
SE

Count vectorizer
SE

Non-Smoker
Precision 94% 94% 99% 96% 97% 95% 95%
Recall 97% 95% 98% 92% 95% 96% 97%
F1-Score 96% 95% 97% 94% 96% 95% 96%
Smoker
Precision 99% 98% 99% 97% 98% 98% 98%
Recall 98% 98% 100% 99% 99% 98% 98%
F1-Score 98% 98% 99% 98% 99% 98% 99%

Fig. 2 Average performance measures based on binary classification of the seven model architectures. CNN-LSTM: Convolutional neural network with 
a long short-term memory layer. SE: Stacking-Based Ensemble. BERT: Bidirectional Encoder Representations from Transformers. AU-ROC: Area under Re-
ceiver Operating Characteristic Curve
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BERT with CNN-LSTM achieved the highest accuracy, 
precision, recall, F1-score, and AUC of 95%. This archi-
tecture also performed the best in most of the class 
specific outcomes. As presented in Table  5, BERT with 
CNN-LSTM had the highest performance for precision 
and F1-score of the Never-Smoker and Active-Smoker 
classes. In terms of precision, this architecture achieved 
98% and 95% in the Never-Smoker and Active-Smoker 
classes, respectively. In terms of F1-score, it achieved 
97% and 93% in the Never-Smoker and Active-Smoker 
classes, respectively.

Other architectures also achieved reasonable detection 
performances close to the performance of BERT with 

CNN-LSTM architecture. Embedding with CCN-LSTM 
and Count Vectorizer with SE achieved an overall accu-
racy of 94% (Fig. 4), which is only 1% lower than BERT 
with CNN-LSTM. Considering the results in Table  5, 
Embedding with CCN-LSTM and BERT with CNN-
LSTM architecture achieved the highest precision and 
F1-scores of 94% and 95%, respectively, for the Former-
Smoker class. In terms of recall, the results for each 
class varied. For the Never-Smoker class, Count Vector-
izer with SE achieved the highest recall of 98%. For the 
Active-Smoker class, Embedding with CNN-LSTM, 
BERT with CNN-LSTM, and Count Vectorizer with SE 
achieved the highest recall of 91%. In the Former-Smoker 

Fig. 3 Confusion matrixes based on binary classification of all seven model architectures
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class, BERT with CNN-LSTM achieved the highest recall 
of 97%.

Results derived from the confusion matrix reveal that 
the Embedding with CNN-LSTM and Count Vectorizer 
with SE architectures exhibited superior performance in 
detecting the Active-Smokers and Never-Smoker classes, 
yielding true detection rates of approximately 91% 
and 97%, respectively (Fig.  5). BERT with CNN-LSTM 
excelled in identifying samples from the Former-Smoker 

class, with a true detection rate of 98%. When account-
ing for the smallest discrepancy in detection rates across 
all classes, both the Embedding with CNN-LSTM and 
Count Vectorizer with SE architectures were the most 
consistent. This suggests a marginal difference of about 
4% between the Former-Smoker and Active-Smoker 
classes, which is the narrowest gap observed across 
all architectures. The marginal difference between the 
Never-Smoker class and other classes in the Embedding 

Table 5 Class-specific evaluation measures based on multiclass classification of the seven model architectures. CNN-LSTM: 
Convolutional neural network with a long short-term memory layer. SE: Stacking-Based Ensemble. BERT: Bidirectional Encoder 
Representations from Transformers
Performance multiclass

Embedding
CNN-LSTM

Embedding
SE

Bert 
CNN-LSTM

Bert 
SE

Word2Vector
CNN-LSTM

Word2Vector
SE

Count vectorizer
SE

Never-Smoker
Precision 97% 95% 98% 96% 94% 95% 95%
Recall 97% 96% 97% 93% 96% 96% 98%
F1-Score 97% 96% 97% 94% 85% 95% 96%
Active-Smoker
Precision 93% 89% 95% 85% 89% 87% 93%
Recall 91% 86% 91% 83% 87% 86% 91%
F1-Score 92% 88% 93% 84% 88% 86% 92%
Former-Smoker
Precision 94% 91% 94% 88% 92% 90% 94%
Recall 95% 92% 97% 90% 92% 91% 94%
F1-Score 95% 92% 95% 94% 92% 91% 94%

Fig. 4 Average performance measures based on multiclass classification of the seven model architectures. CNN-LSTM: Convolutional neural network 
with a long short-term memory layer. SE: Stacking-Based Ensemble. BERT: Bidirectional Encoder Representations from Transformers. AU-ROC: Area under 
Receiver Operating Characteristic Curve
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with CNN-LSTM architecture presents the narrowest 
gap compared to all other architectures developed. The 
results of other machine learning classifier including 
KNN, DT, RF, and XGBoost are presented in Supplemen-
tary Fig. 2 and Supplementary Table 2.

Post-hoc comparison of model architectures
Since the results derived from detection performances 
and confusion matrices did not provide sufficient insight 
to determine the optimal model, we conducted a Fried-
man test on the mean of average results from the seven 
developed architectures. As shown in Fig. 6 there was no 
significant difference in average performance between 
the classifiers, neither concerning the binary (A) nor the 
multiclass architectures (B).

XAI to explain detection model decisions
The results indicate that classifying between ‘Former-
Smoker’ and ‘Active-Smoker’ status is challenging, as the 
models occasionally underperformed in these categories. 
Nonetheless, the architecture of Embedding with CNN-
LSTM reached a nearly optimal performance. In this 
section we explain the framework of the architecture uti-
lizing the LIME technique as depicted in Fig. 6. All exam-
ples come with the original text and plots illustrating the 
importance of features for the detected class compared to 
the remaining two classes. Figure 7A displays the data on 
a Former-Smoker accurately detected with a probability 
of 94% of being categorized as a Former-Smoker. The key 
feature, “rygeophør” (smoking cessation), played a central 
role in assigning the case to the Former-Smoker category. 

Fig. 5 Confusion matrixes based on multiclass classification of the architectures of all seven models
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Figure  7B presents the data of an Active-Smoker that 
was correctly detected with a probability of 100% as an 
Active-Smoker. This outcome was primarily influenced 
by the words “fortsat” (continued) and “dgl” (daily), which 
classified the patient into the Active-Smoker category. 
Figure  7C, however, portrays an Active-Smoker that 
was misclassified as a Former-Smoker, with a detected 
high probability of 99% of being a Former-Smoker and 
merely 1% of being an Active-Smoker. The words “ryge-
stop” (smoking cessation) and “2017” contributed signifi-
cantly to the detection, while the words “dagligt” (daily) 
and “ryger” (smoker) skewed the classification toward 

the Active-Smoker label. Figure  7D exhibits a Smoker 
incorrectly labeled as a Non-Smoker, due to the misinter-
pretation of the word “nihil” (nothing) within an alcohol 
assessment context.

Discussion
Summary of findings.

We proposed effective detection NLP-based architec-
tures for detection of smoking status using Danish EHRs. 
The data were collected from 23,132 patients who under-
went examinations on suspicion of lung cancer. They 
were conducted at pulmonary departments in the Region 

Fig. 7 LIME plots representing the outcomes of multiclass classification of four distinct samples derived from Embedding with CNN-LSTM. A: Former-
Smoker accurately detection with a 94% probability of being a Former-Smoker. B: Active-Smoker correctly detection with a 100% probability of being an 
Active-Smoker. C: Active-Smoker misclassified as a Former-Smoker. D: Smoker wrongly classified as a Non-Smoker.

 

Fig. 6 Results of the Friedman test and Nemenyi post-hoc test, α = 0.05

 



Page 14 of 17Ebrahimi et al. BMC Medical Research Methodology          (2024) 24:114 

of Southern Denmark from 2009 to 2018. Our proposed 
method encompassed the utilization of seven diverse 
model architectures developed through a combination of 
feature extraction techniques (embedding, BERT, Word-
2Vector, and count vectorizer), machine learning (SE) 
and deep learning (CNN-LSTM) models. We evaluated 
the performance of the architectures by examining vari-
ous metrics for binary (Non-Smoker and Smoker) and 
multiclass (Never-Smoker, Active-Smoker, and Former-
Smoker) classification tasks. Each metric focuses on a 
special aspect of the performance. Except for the AU-
ROC, all metrics were constructed based on a confusion 
matrix (TP, FP, TN, and FN).

Given the complex nature of Danish language, particu-
larly its compound word formation and unique syntactic 
structures, our proposed methodology was accurately 
designed to ensure the relevance and effectiveness of 
selected NLP pipeline in processing Danish language. 
The developed models and feature extractions were cho-
sen for their robust linguistic capture capabilities, essen-
tial for the syntactic and morphological complexities of 
Danish. Adaptations included specialized preprocessing 
for Danish abbreviations and punctuation, and the fine-
tuning of the BERT model with Danish EHR, enhancing 
its syntactic and semantic understanding of the language. 
The superior performance of the developed scenarios 
within our experimental validation highlights the suc-
cess of these adaptations. Such outcomes not only vali-
date our methodological choices but also underline the 
potential of our approach in advancing Danish language 
processing.

Performance metrics exhibited general similarity across 
the models, and post hoc tests revealed no significant dif-
ferences when considering the mean of all outcomes. In 
terms of binary classification, however, the evaluations 
specific to each class indicated that BERT with CNN-
LSTM outperformed the other models in all performance 
metrics.

In terms of multiclass classification, we observed that 
BERT with SE achieved the worst results compared with 
the other feature extraction methods in which the accu-
racy reached 89%. This was somehow expected due to the 
low amount of labeled data. BERT embeddings are high-
dimensional vectors, which can lead to a large number of 
features when applied to the classical machine learning 
models. It resulted in high dimensionality causing the SE 
to become less efficient compared to other techniques.

On the other hand, the architecture of BERT with 
CNN-LSTM demonstrated overall superiority in terms 
of weighted average performance as well as class-specific 
performance metrics. It involves using BERT to gener-
ate contextual embeddings for the input text, passing 
them through a CNN layer to capture local features, and 
feeding the resulting features into an LSTM layer for 

sequential modeling and final classification. The supe-
rior performance of the BERT with CNN-LSTM archi-
tecture can be attributed to several key factors. Firstly, 
BERT, which is a state-of-the-art pre-trained language 
model, excels in capturing contextual information and 
semantic understanding from textual data. This enables 
it to extract intricate patterns and nuances in the EHRs 
related to smoking status, which can be highly context 
dependent. Furthermore, the combination of CNN and 
LSTM layers in this architecture allows for the effective 
extraction of both local and sequential features from the 
EHR text. CNNs are adept at capturing local patterns 
and features, while LSTMs excel at modeling sequential 
dependencies. The synergistic integration of these two 
components enables the model to capture a wide range 
of relevant information, from short-term textual features 
to long-term contextual dependencies, making it particu-
larly well-suited for the nuanced task of smoking status 
identification. The combined approach helps the model 
effectively capture both global contextual information 
and local sequential patterns, resulting in improved per-
formance in text classification tasks compared to using 
BERT with classic machine learning algorithms.

However, we believe that the Embedding with CNN-
LSTM demonstrated the optimal results since the dis-
crepancy in detection rates across all classes based on 
confusion matrix was the narrowest gap observed across 
the developed architectures. The Embedding with CNN-
LSTM architecture exhibited more consistent detection 
rates across all classes compared to BERT with CNN-
LSTM. This approach, with its straightforward embed-
dings, ensures efficient capture of semantic meanings, 
leading to faster training and reduced computational 
demands. Moreover, when tailored to specific datasets, 
the embeddings can potentially offer more aligned repre-
sentations for the task at hand.

The consistent detection rates exhibited by the Embed-
ding with CNN-LSTM architecture compared to BERT 
with CNN-LSTM can be attributed to its more struc-
tured feature representation, simpler model complexity, 
and potential alignment with the dataset’s characteristics. 
The use of word embeddings facilitates a focused rep-
resentation of text data, aiding in the consistent identi-
fication of smoking-related terms across various classes. 
Additionally, the Embedding with CNN-LSTM’s rela-
tive simplicity may contribute to improved generaliza-
tion across classes, particularly in the presence of class 
imbalances. This suggests that the architecture’s suit-
ability for the dataset, combined with effective hyperpa-
rameter tuning, plays a crucial role in achieving stable 
and reliable detection rates across all classes. Hence, for 
the collected dataset in this study and the classification 
goals to detect smokers (Never-Smoker, Former-Smoker, 
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Active-Smoker), the Embedding with CNN-LSTM archi-
tecture might be the more adaptable and optimal choice.

To provide additional insight into the interpretability 
of our results, we explored LIME-plots from the Embed-
ding with CNN-LSTM architecture. Notably, these plots 
unveiled clinically relevant top features associated with 
each specific class. The utilization of explainable AI 
methods, notably the LIME, in the developed NLP pipe-
line, plays a pivotal role in enhancing the interpretability 
and trustworthiness of our smoking status identification 
process within the complex landscape of EHRs. With the 
natural complexity of EHR data, it is essential that our 
AI model’s decision-making is transparent and under-
standable to healthcare professionals. LIME enables us 
to provide detailed, human-readable explanations for 
each prediction, highlighting the most influential fea-
tures and factors that led to a specific outcome. This not 
only empowers clinicians to gain deeper insights into 
the model’s reasoning but also allows them to validate 
the models’ decisions against their domain expertise. 
By bridging the gap between AI-driven predictions and 
clinical understanding, the explainable AI methods con-
tribute significantly to the credibility and reliability of our 
smoking status identification system in the EHR environ-
ment, ultimately adding greater confidence in its utility 
and accuracy. The results were discussed with domain 
experts, who were in favor of a balanced performance 
across all classes in the dataset.

Comparison to previous study results
Different studies have evaluated the application of NLP 
based on machine learning and deep learning techniques 
for the detection of smoking status through EHRs with 
different languages [12, 14, 39, 40]. Rajendran et al. devel-
oped a binary and multiclass classification model using 
English EHRs from the United States [14]. The model 
incorporated a CNN that utilized both a word-embed-
ding layer pre-trained from the Google news corpus and 
a word2vec model, resulting in superior performance 
compared to conventional machine learning methods. 
The binary classification achieved an F1-measure of 85%, 
while the multiclass classification reached 68% for smok-
ing status identification. Bae et al. developed a multiclass 
classification model using Korean and English EHR data 
extracted from 4711 clinical notes [39]. The most effec-
tive model employed an unsupervised keyword extrac-
tion technique in combination with a linear support 
vector machine, achieving an impressive F1-score of 
91% for multiclass classification. Of note, both studies 
encountered challenges due to limited data availability 
and the extensive length of patient notes. Additionally, 
the Korean study faced limitations in terms of the rele-
vant corpus available for pre-training, which necessitated 

the use of seed keywords pre-defined by clinicians for the 
keyword extraction method.

To the best of our knowledge, the most comparable 
study to ours is one based on Swedish EHR notes [40]. 
It developed classic machine learning models to clas-
sify smoking status into Current-Smoker, Ex-Smoker, 
Non-Smoker, and Unknown. Among the 32 developed 
detection models, support vector machine achieved the 
highest F1-score of 98%. The authors did not present the 
performance of developed models for each of the classes, 
which makes it difficult to understand the ability of mod-
els in different classes. Also, they did not consider any 
feature extraction method to transform the text into fea-
tures and capture the essential information from the text. 
Consequently, the reasons for models’ decisions were not 
presented.

Limitation and Future Work
To the best of our knowledge this study represents the 

first exploration of a Danish NLP-model derived from a 
sizable dataset of manually annotated EHR-notes, but 
it has some limitations. It is important to acknowledge 
that the models are based on constrained input data. We 
exclusively considered text from the relatively short and 
simplistic subfield associated with smoking and risk fac-
tors in the EHR systems. Applying the established mod-
els on the complete EHR note is unquestionably bound 
to result in a performance decrease. Nevertheless, it is 
worth noting that the current Danish hospital systems 
store information on smoking status and other risk fac-
tors in a sub-header format similar to the structure 
observed in this dataset.

Another limitation pertains to the absence of an 
“unknown” category. Following the initial data annota-
tion process, patients with unknown smoking status were 
further evaluated using additional notes. Ultimately, we 
selected the note containing the most detailed informa-
tion on smoking status, resulting in the complete exclu-
sion of the unknown category. This, however, represents 
a potential drawback since the model was not trained to 
classify “unknown” smoking status. Finally, it would be 
ideal to expand the model to include more detailed infor-
mation on smoking status such as smoking duration and 
intensity. Incorporating these factors into a model would 
be relevant when determining eligibility for lung cancer 
screening. This would require a higher standard of qual-
ity and standardization in documenting smoking status 
compared to the current practices.

Based on the findings of this study, we plan to further 
explore the potential of this algorithm on longer EHR-
notes without limitations to the subfield relevant to 
smoking. It would be valuable to incorporate free text 
from general practice to identify patients at risk of lung 
cancer or other chronic diseases where smoking sta-
tus is a significant risk factor. However, data annotation 
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remains a time-consuming task, and the size of the data-
set may be limited by this factor when dealing with larger 
patient notes. Additionally, there is potential to anno-
tate other risk factors, such as alcohol consumption, to 
expand the current model to different outcomes beyond 
smoking.

Clinical perspectives
To the best of our knowledge, this is the first model based 
on Danish EHR data. Despite its limitations, the current 
model holds potential for application to Danish EHR data 
acquired at a hospital level. The ability to extract smoking 
status directly from free-text material would be highly 
advantageous, given that smoking status is a crucial risk 
factor for various acute and chronic illnesses. Having 
such information readily available for large patient pop-
ulations allows for further investigation, as this variable 
is typically only accessible for specific populations such 
as patients with lung cancer or coronary heart disease. 
The incorporation of explainable AI, specifically LIME 
plots, opens possibilities for enhancing future models by 
identifying potential systematic errors. Additionally, it 
offers valuable insights into predictions, a crucial aspect 
for responsible clinicians. In addition to its potential in 
advancing research, this model could also find utility in 
screening scenarios, providing valuable information for 
risk assessment tools.

Conclusion
We present the outcomes of a novel model capable of 
categorizing the smoking status of patients using Danish 
EHRs. By combining a transformer with a convolutional 
neural network, specifically BERT with CNN-LSTM, 
we achieved a remarkable performance, with low dis-
crepancy in detection rates across all classes. This out-
come accentuates the promising possibility of classifying 
smoking status based on unstructured free text data. The 
availability of comprehensive and precise information on 
smoking habits could potentially prove advantageous in 
future research endeavors. Moreover, it can aid in identi-
fying high-risk individuals who are eligible for screening 
programs such as those aimed at detecting lung cancer.

Abbreviations
NLP  Natural Language Processing
EHRs  Electronic Health Records
CNN-LSTM  Convolutional Neural Network with a long short-term memory 
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KNN  K-Nearest Neighbors
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XG-Boost  Extreme Gradient Boosting
RF  Random Forest
SE  Stacking-based Ensemble
AU-ROC  Area Under the Receiver Operating Characteristics Curve
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FP  False Positive
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