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to improve lung transplantation outcomes
and complications: a systematic review
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Abstract

Background: Machine learning has been used to develop predictive models to support clinicians in making better
and more reliable decisions. The high volume of collected data in the lung transplant process makes it possible to
extract hidden patterns by applying machine learning methods. Our study aims to investigate the application of
machine learning methods in lung transplantation.

Method: A systematic search was conducted in five electronic databases from January 2000 to June 2022. Then, the
title, abstracts, and full text of extracted articles were screened based on the PRISMA checklist. Then, eligible arti-

cles were selected according to inclusion criteria. The information regarding developed models was extracted from
reviewed articles using a data extraction sheet.

Results: Searches yielded 414 citations. Of them, 136 studies were excluded after the title and abstract screening.
Finally, 16 articles were determined as eligible studies that met our inclusion criteria. The objectives of eligible articles
are classified into eight main categories. The applied machine learning methods include the Support vector machine
(SVM) (n=35, 31.25%) technique, logistic regression (n =4, 25%), Random Forests (RF) (n =4, 25%), Bayesian network
(BN) (n=3, 18.75%), linear regression (LR) (n =3, 18.75%), Decision Tree (DT) (n =3, 18.75%), neural networks (n =3,
18.75%), Markov Model (n=1, 6.25%), KNN (n=1, 6.25%), K-means (n=1, 6.25%), Gradient Boosting trees (XGBoost)
(n=1,6.25%), and Convolutional Neural Network (CNN) (n=1, 6.25%). Most studies (n=11) employed more than
one machine learning technique or combination of different techniques to make their models. The data obtained
from pulmonary function tests were the most used as input variables in predictive model development. Most studies
(n=10) used only post-transplant patient information to develop their models. Also, UNOS was recognized as the
most desirable data source in the reviewed articles. In most cases, clinicians succeeded to predict acute diseases inci-
dence after lung transplantation (n=4) or estimate survival rate (n =4) by developing machine learning models.

Conclusion: The outcomes of these developed prediction models could aid clinicians to make better and more reli-
able decisions by extracting new knowledge from the huge volume of lung transplantation data.
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[2, 3]. By 2019, more than 4,500 lung transplants
were executed at 260 centers worldwide, according to
the International Heart and Lung Transplant Asso-
ciation (ISHLT) [4]. Despite all advances in medicine,
LTx encounters some difficulties like lung allograft
dysfunction, organ rejection, side effects of immu-
nosuppressive therapy, or complex infection yet [5].
Nowadays, predicting transplant complications, deter-
mining risk factors, and estimating the success rate of
transplants are the main concerns of physicians in this
field with the increase in transplant cases. Developing
prediction models could aid clinicians in organ allo-
cation and estimating post-transplantation outcomes
and complications [6]. Though traditional statisti-
cal methods have not been able to meet their needs,
some predictive models were developed to estimate
the post-transplant survival rate or side effects with
the hope of increasing the success of transplantation
using Artificial Intelligence (AI) or machine learning
(ML) techniques.

It seems that the development of data-driven ML
techniques can support clinicians in making more
informed decisions by generating new insights into
disease in medicine [7]. Machine learning (ML) tech-
niques are a set of methods for analyzing a large
amount of data to reveal hidden patterns in data sets
or explain the relationship between various variables
[8]. Machine learning methods in medicine have been
applied in a wide range of areas such as cancer prob-
lem-solving, medicinal chemistry, brain and neurol-
ogy, medical imaging, and data analysis of wearable
sensors for symptom monitoring [9]. ML methods can
deal with large and complex medical data and analyze
them easily to find new ways for accurate diagnosis and
treating patients [10, 11]. Utilizing ML models in other
organ transplants could estimate the risk of acute rejec-
tion, survival rate, risk factors, and prevalent comor-
bidities after transplantation [12]. In addition, they can
determine the most appropriate organ recipient and
those at high risk of post-transplant mortality by build-
ing ML models based on various parameters [13].

Many efforts have been made to develop predic-
tive models in LTx using machine learning techniques
[13-15]. No study has been published to investigate the
applied methods in this domain. Our study aims to sys-
tematically review all published evidence on the utiliza-
tion of ML techniques as one of the main approaches
of artificial intelligence in lung transplantation. In
addition to providing a comprehensive overview of the
most widely used machine learning methods in LTx,
our additional objectives include identifying the main
challenges and concerns that machine learning meth-
ods are being built to deal with them.
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Method

Research questions

This study was conducted to answer the following
research questions:

R-Q1- Which machine learning techniques are used in
the lung transplantation domain?

R-Q2- For which specific problems and objectives in
lung transplantation has machine learning been used?

R-Q3- In which stages of lung transplantation have
machine learning methods been applied?

R-Q4- What data sources or databases have been used
in lung transplantation to develop machine-learning
models?

RQ-5- Which features are used by the machine learn-
ing models reviewed studies?

RQ-6-Which evaluation techniques
employed in developed models?

have been

Search strategy

A systematic search was conducted in six electronic
databases, Medline (PubMed), Scopus, Web of Science
(WOS), PsycINFO, IEEE, and Cochrane databases using
pre-specified search strategies based on keywords. Data-
base searching was performed in the period from Janu-
ary 2000 to June 2022. Reference lists of retrieved articles
and review articles in the field were also searched to
identify eligible studies that met inclusion and exclusion
criteria. This systematic review was conducted using the
Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) checklist [16].

Inclusion and exclusion criteria

Our research questions were outlined based on PCC
(Population, Concept, Context) to conduct qualitative
review studies [17]. Population refers to lung transplant
recipients, candidates for lung transplantation, or those
on the waiting list. The concept referred to lung trans-
plantation and all related complications, outcomes, side
effects, and affective factors. Context referred to any
machine learning techniques applied in LTx.

We included all full-text articles focusing on the utiliza-
tion of ML techniques in lung transplantation. The inclu-
sion criteria for this review were as follows: (1) original
research study, (2) Studies to be included if it has pro-
vided sufficient information on the machine learning
algorithms used for the analysis, (3) Article is included if
it evaluated the applied ML techniques, (4) Topics related
to lung transplantation, (4) All types of lung transplant
recipients (single or double), candidates, or patients in
waiting list.

Non-peer-reviewed articles, all types of review arti-
cles, meta-analyses, letters to the editor, commentaries,
abstracts, editorials, patents, perspectives, or studies
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with non-human species were excluded. Studies were
excluded too if they (1) were not full-length publica-
tions, (2) The protocol or methods papers, (3) Not Eng-
lish papers, and (4) Machine Learning methods were not
used at all.

Data extraction process

Two researchers screened the title and abstracts of
extracted articles, independently. The screening pro-
cess was done using the PRISMA checklist. Then, two
researchers (MG and RS) read the full texts. The disa-
greement was resolved by the supervision of the other
researcher (HA).

The details of the methodology and outcomes of
reviewed articles were noted on a data extraction sheet.
The data extraction process was done by two review-
ers. Data elements extracted included title, publication
year, country, population, feature selection technique,
input variables, applied ML method, training and valida-
tion size, validation techniques, and model performance
indicators.

Risk of bias

The risk of bias in included articles was evaluated by two
independent reviewers using the Cochrane collabora-
tion risk of bias tool suggested by Narukab [14] for ML-
related articles. The methodological quality of the articles
was assessed based on these domains: (1) Data collec-
tion, (2) Study Response, (3) Outcome Measurement, (4)
and Statistical Analysis and Reporting. The high risk, not
clear, and low risk of bias was allocated to each study.

Quality assessment

Due to the heterogeneity of reviewed studies, the quan-
titative analysis was inappropriate. Hence, the quality of
reviewed articles was evaluated by a quality assessment
table for machine learning studies suggested by Qiao
[18]. According to Qiao’s study, articles in the machine
learning field are reviewed in nine areas in terms of
quality. These categories include limits in the current
non-machine learning approach, valid methods for over-
fitting, predictors for an explanation, hyperparameters,
using external data validation, feature engineering meth-
ods, applied platforms, stability of results, and suggested
clinical use.

Results

Searches yielded 414 citations. Of them, 185 articles
remained after duplication removal. From 185 retrieved
articles, 136 studies were excluded after the title and
abstract screening because their topics were inapplica-
ble to our subject. Next, the full text of 49 articles was
reviewed according to inclusion criteria. Finally, 16
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articles were determined as eligible studies that met our
inclusion criteria. The screening process and the reasons
for deleting articles following the PRISMA report check-
list are described in Fig. 1.

Of 16 studies, 12 (75%) of the articles were published
after 2015 [13, 19-28]. In terms of country, ten stud-
ies were conducted in the USA [13, 20, 22, 25, 28-33],
and one study each in Belgium [21], China [27], Iran
[19], Italy [23], Spain [24], and UK [26]. The summaries
of applied techniques and characteristics of articles are
described in Table 1.

machine learning methods applied in reviewed
articles

Among 16 papers, the Support vector machine (SVM)
technique (n=5, 31.25%) is the most favorable method
utilized by the authors [21, 22, 26, 31, 33]. After that,
logistic regression (n=4, 25%) [24, 25, 30, 33], and ran-
dom forests (RF) (n=4, 25%) [13, 23, 27, 28] have been
the most used techniques to develop data-driven models
concerning lung transplantation. Bayesian network (BN)
(n=3, 18.75%) [19, 29, 32], linear regression (LR) (n=3,
18.75%) [13, 26, 28], Decision Tree (DT) (n=3, 18.75%)
[30, 31], neural networks (n=3, 18.75%) [24, 30, 31],
Markov Model (n=1, 6.25%) [29], KNN (n=1, 6.25%)
[31], K-means (n=1, 6.25%) [31], Gradient Boosting trees
(XGBoost) (n=1, 6.25%) [20], and Convolutional Neural
Network (CNN) (=1, 6.25%) [25] were other strate-
gies used to develop machine learning models in studies.
Only one article employed a deep learning method for
image processing using CT features [25].

A brief description of applied machine learning tech-
niques is represented in Table 2. Most studies (n=11)
employed more than one machine learning technique or
combination of different techniques to make their models
[13, 20, 22-25, 28-31, 33].

In all articles, ML methods can be divided into two
broad categories, supervised and unsupervised learning
techniques. Though in the machine learning field, there
is another category for these techniques called transfer
learning which was not employed in the reviewed studies.
Most of the studies took only supervised machine learn-
ing techniques (Fig. 2). Only two studies have employed
the combination of supervised and unsupervised learn-
ing techniques in reviewed articles.

specific problems and objectives in lung
transplantation

All studies applied ML methods with different
approaches. The objectives of eligible articles are clas-
sified into eight main categories. All reviewed articles
tried to solve some problems using machine learning
techniques, these objectives and their frequency are
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= Studies included in final
= synthesis
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Fig. 1 The flow diagram of article screening according to the PRISMA checklist

described in Table 3. In most cases, developing ML mod-
els can help clinicians to predict acute diseases incidence
after lung transplantation (n=4) or estimate survival rate
(n=4).

The distribution of applied ML techniques in terms of
their objectives is represented in Fig. 3.

Predicting the acute disease events

after transplantation

The occurrence of some diseases after lung transplanta-
tion is inevitable. Evidence showed that more than 50%
of lung recipients experienced bronchiolitis obliterans
syndrome (BOS) development after transplantation sur-
gery by five years [34]. Of 16 studies, four articles were
devoted to improving the predicting BOS incidence after
LTx. Troiani [29] and Hosseini-Baharanchi [19] applied
the Bayesian network model to predict BOS incidence
after LTx. Troiani [29] used spirometry variables and
symptom covariates to predict BOS to compare different
models. Their results showed that the Bayesian approach
was preferable to classical approaches in BOS classi-
fication in lung transplant recipients. Similarly, Hos-
seini-Baharanchi [19] used demographic data and some
clinical variables to predict BOS incidence after LTx.

They found that CMV infection was a good predictor of
BOS incidence in LTx patients.

Barbosa et al. [21, 33] developed classification models
to predict BOS development using the SVM technique
and logistic regression based on CT features in two stud-
ies. Their results showed that the combination of CT
metrics with PFT (Pulmonary function tests) as predic-
tors could enhance model diagnostic accuracy for all
transplant types.

Predicting the survival rate of post-transplantation
However, the survival rate of lung transplants compared
to other organ transplants is low. But according to the
International Society of Heart and Lung Transplantation
(ISHLT) Report, the existing five-year survival rate after
lung transplantation is approximately 55% [35]. Four arti-
cles are devoted to predicting and estimating the survival
rate after LTx.

The results of the Oztekin.A et al. [30] the study
showed using data-mining methodology could sup-
port clinicians to select more related variables which
were effective in predicting graft survival. According
to their study, the integration of neural network mod-
els, decision trees, and logistic regression with the Cox
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Table 2 A summary of the machine learning methods employed in LTx

Algorithms

Description

Support vector machine (SVM)

Logistic Regression
Decision Tree

Random Forests (RF)

Bayesian network and Naive Bayes

Neural Networks

Support Vector Machine or SVM is one of the most popular classification algorithms for creating the best deci-
sion line or boundary. Its objective is to find a hyperplane in N-dimensional space (N is the number of features)
that distinctly classifies the data points.

Logistic regression is utilized to evaluate the association of independent (predictor) features with a binary
dependent (outcome) feature.

A decision tree uses a set of rules to classify and visualize numerical and categorical data. A Decision Tree is used
to generate simple and logical rules.

A random forest classifier is a meta-estimator that fits many decision tree models under different samples of
the data sets. RF employs the average of decision trees to improve the model’s prediction accuracy and control
overfitting.

The Naive Bayes algorithm was developed based on the Bayes theorem assuming independence between each
pair of features. This algorithm demands a small amount of training data to estimate the necessary parameters.

Neural networks or artificial neural networks (ANN) are a type of artificial intelligence that can be used in medi-
cine for early and more accurate diagnosis of diseases. They make it possible to distinguish patients from those

who are healthy.
Markov Model

Markov models are often used to model the probabilities of different states and the transition rates between

them. This method is generally used to detect patterns, and predict and learn statistics of sequential data.

K-means
sets.

Gradient Boosting trees (XGBoost)

The k-Means algorithm is a clustering algorithm used to predict the probability of disease based on medical data

Gradient boosting is a machine learning algorithm where tree-based classifiers are trained to reinforce each

other to achieve outstanding outcomes. This method differs from Random Forests (RF) where trees are learned
sequentially based on the performance of all previous trees.

Convolutional Neural Network (CNN)

The CNN-based deep neural system is widely used in the medical classification task. CNN is an excellent feature

extractor to classify medical images to overcome complicated and expensive feature engineering.

KNN

K-Nearest-Neighbors (KNN) is one of the successful data mining techniques used in classification problems that

refers to the number of nearest neighbors.

hazard model was able to show results with satisfac-
tory prediction accuracy compared to the traditional
methods that were used before.

Oztekin. A [32] and his collagenous in another study
in 2011 succeed to develop a decision support tool
using decision trees and neural networks. By design-
ing this decision-making tool based on data min-
ing models, the doctor in the case of organ donation
can quickly decide which patient is the most suitable
potential recipient for donor organ allocation.

Mark.E et al. [13] developed machine learning-based
models to estimate 5-year survival rates for patients
using linear regression and Random Forest. According
to their models, patients are predicted to have a higher
predicted survival accepting an increased risk for dis-
ease transmission (IRD) organ offer compared to wait-
ing for a non—IRD organ with average wait times.

Shaish et al. [25] created his model using a deep
learning method (CNN) to classify the patterns of
disease progression for Usual interstitial pneumonia
(UIP) patients and determine the severity of the dis-
ease with survival rate after LTx. Their results showed
that CNN-predicted UIP was associated with an
increased risk of death or lung transplantation during
cross-validation.

Predicting recipient-donor matching
Match-to-recipient (D/R) in lung transplantation (LTx)
is usually determined based on blood group and pre-
dicted total lung capacity (pTLC), as well as height and
age [36, 37]. Predicting the recipient-donor matching
and predicting the most important factors could be ben-
eficial for clinicians in selecting the most suitable recipi-
ent. Dueias-Jurado [24] and Zafar. F [28] developed
prediction models based on the characteristics of donor
recipients and past experiences with lung donors and
recipients to improve donor-recipient matching in lung
transplantations.

Dueiias-Jurado et al. [24] created a model in the lung
allocation system for matching lung transplant donor
recipients using neural networks. The predictors used
to predict the probability of survival rate and recipient-
donor matching included lower pre-transplant carbon
dioxide (PCO?2) pressure, higher pre-transplant and post-
transplant functional vital capacity (FVC), lower donor
mechanical ventilation, and shorter ischemia time. The
proposed model represented in this study was a power-
ful tool for donor-recipient matching that showed higher
accuracy than classical statistical methods.

Similarly, Zafar. F [28] developed a comprehen-
sive model to guide recipient-donor matching using
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Fig. 2 Proportion of various ML methods used in the literature

random forest and cox regression using clinical and
demographic data of recipients and donors. They
developed an online Lung Transplantation Advanced
Prediction Tool (LAPT) in the form of a simple cal-
culator. Employing this tool, users can enter recipi-
ent and donor information to calculate predicted 1-,
5-, and 10-year survival, risk stratification, and asso-
ciated survival and half-life predictions. Top selected
common features that are effective in predicting qual-
ity of life and identified through this study included
simultaneous lung, type of transplant, recipient CMV
results at transplantation, recipient CMV results at
transplantation, any drug-treated infection, chronic
steroid at transplant, recipient age, prior cardiac sur-
gery at transplant, and infection requiring IV drug
therapy.

Table 3 General characteristics of reviewed articles
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Determining the relation between pulmonary
function tests and LTx outcomes
Predicting Total Lung Capacity (pTLC) has a signifi-
cant role in LTx outcomes. Hence, Pande. A et al. [20]
explored the relationship between Forced expiratory vol-
ume in the first second (FEV1) and age of lung recipients
with LTx status using the novel multivariate tree boosting
method on longitudinal data of spirometry tests. Their
investigation using FEV1 longitudinal data and applica-
tion of the feature selection method revealed that double-
lung recipients not only have a higher FEV1 but also have
a slower decline in lung capacity than single-lung recipi-
ents. They succeeded to apply a novel multivariate tree-
boosting method for fitting a semi-nonparametric model.
In another study, they investigated the role of car-
diopulmonary exercise testing (CPET) parameters on
symptoms of lung recipients after transplantation using
a random forest tree [23]. Developing predictive models
revealed that muscle pain at peak exercise was strongly
associated with altered basal and exercise-induced meta-
bolic pathways. The onset of dyspnea was associated with
the intensity of the ventilatory response to meet the met-
abolic demands of increased workloads.

Predicting the most important reasons

for transplant rejection

Rejection is a major complication that remains an impor-
tant problem after lung transplantation. Despite advances
in immunosuppressive therapy and immunosuppres-
sive drugs used, more than one-third of lung transplant
recipients are treated for acute rejection in the first year
after transplantation [38]. Some of the most important
reasons for transplant rejection in patients are infection
and primary graft dysfunction after lung transplantation.
In this regard, Su. ] et al. [27] utilized a random forest
model to survey the association between airway infection
and rejection in lung transplant recipients (LTRs). Devel-
oping models revealed the role of airway microbiota,

Main objectives Frequency Percentage
Predict the acute disease events after transplantation 4 25.00%
Predict survival rate 4 25.00%
Predict recipient-donor matching 2 12.50%
Predict pulmonary functions/ pulmonary symptoms after transplantation 2 12.50%
Predict primary graft dysfunction after lung transplantation 1 6.25%
Determine the role of infection in rejection 1 6.25%
Predict the risk factors for transplantation 1 6.25%
Predict quality of life 1 6.25%
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Fig. 3 Distributionof ML methods in terms of their objectives
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Predict the risk
factors for
transplantation

Predict survaival Predict the acute
rate disease events after
transplantation

donor matching

Genetic algorithm WK-means SVM

Neural networks

Linear regression

especially together with PCT and T-lymphocyte levels
in differentiating between clinically stable recipients and
those with infection and acute rejection.

Stefanuto.P et al. [26] made prediction models using
SVM techniques and multivariant analysis to discover
the relation of pulmonary volatile organic compound
(VOC) spectrum with primary graft dysfunction in lung
transplant recipients. The authors succeeded to develop
a model which identified patients with grade 3 primary
graft dysfunction (PGD) with an AUROC of 0.90 and a
positive predictive value of 0.88. This indefinable molec-
ular approach represents a new molecular strategy for
detecting and monitoring allograft injury.

Predict the risk factors

Determining the risk factors for each patient before LTx
surgery can support clinicians decide to what extent
each transplantation is beneficial for each patient. Hence,
Delen.A et al. [31] tried to determine predictor variables
and risk factors affecting survival time through various
machine learning methods (SVM, ANN, MLP, RBE, DT,
and K-means for clustering the results). This study identi-
fied a group of risk factors and a comprehensive list of pre-
dictors in graft survival. Some factors such as age, gender of
the recipient, and his medical condition at admission time

were discussed in previous studies. While others have been
neglected in previous studies such as the recipient’s length
of stay after transplantation, and the interaction of gender
and ethnicity between the recipient and the donor.

Predicting quality of life after transplantation

Lung transplantation usually has significant effects on a
patient’s health-related quality of life (HRQL). Patients’ satis-
faction with the quality of life can affect their physical, emo-
tional health, social, and sexual functioning. Additionally, it
aids them to cope with their lives easily [39—41]. One of the
main objectives of LTx is to enhance the quality of life in end-
stage lung disease in addition to survival rate increment [39].
Thus, Oztekin.A et al. [22] (2018) compared various models
like SVM, KNN, and neural networks to predict the qual-
ity of life after lung transplantation. The evaluation of three
developed models proved that the hybrid GA-SVM model
has high performance in comparison to the other two mod-
els to predict the quality of life after lung transplantation.

Different stages of lung transplantation using
machine learning methods

The authors utilized the data from donors, candidates,
and transplant patients to develop their models. Six
studies developed their models based on both pre-and
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post-transplant patient information [13, 21, 22, 25, 27,
28], and ten studies used only post-transplant patient
information to develop their models [19, 20, 23, 24, 26,
29-33]. Two studies used related data from donor and
transplant patients [24, 28]. The distribution of articles
based on the transplantation phase is shown in Fig. 4.

Features used in the ML algorithm

Machine learning or data mining algorithms use a series
of features as input or predictive factors to build models
or classify output variables. These features are selected
according to the objective of the researcher to produce
the output. Table 4 shows the features used to develop
each model and the final goal of creating the model.

Most of the articles (#=12) employed clinical data
including demographic data, laboratory data, pulmonary
function test results, and follow-up data as input vari-
ables, while three articles utilized CT features and images
in combination with pulmonary function test results as
input variables to create a prediction model. Only one
study used CT images to devise a new prediction model
[21, 25, 33]. As we can see, the data obtained from pul-
monary function tests were the most used in predictive
model development.

Despite the high number of features in the dataset, only
nine papers applied the feature selection method [13,
20, 22, 23, 26-28, 31]. Feature selection helps research-
ers select the best set of features to build valuable models
of the subjects under study. The applied methods for fea-
ture selection include the k-means algorithm (n=1) [31],
permutation variable importance (VIMP) (n=1) [20],
genetic algorithm (n=1) [22], random forest algorithm

Page 12 of 19

(n=3) [13, 23, 27], LASSO Cox regression (n=1) [28],
and SVM technique (n=1) [26].

Six of 16 articles developed their models using data sets
including more than 1500 samples with more than 30 fea-
tures [13, 22, 28, 30, 31, 42]. Four studies developed their
model using datasets between 1,000 and 100 patients [20,
24, 25, 33], and six studies with less than 100 patients
[19, 21, 23, 26, 27, 29]. The sample size varied from 16 to
310,773 individuals.

The data sources

A source of data or a set of data is needed to develop a
model. Data sets are usually large databases of data that
are collected and organized for a specific purpose. In
terms of data sources, six studies employed the open-
source United Network for Organ Sharing (UNOS) data-
set to create their models [13, 22, 28, 30-32]. The UNOS
dataset is freely available to researchers and has been
used in many important linkage studies. UNOS gath-
ers all transplant-related data on every U.S. organ donor,
transplant candidate, recipient, and consequence [43].
Other studies have used local databases to build their
models [19-21, 23-27, 29, 33]. The data sources with
their frequency is described in Table 5.

The performance of developed models

and evaluation methods

In machine learning, we have to evaluate the stabil-
ity of developed models to estimate the generalization
accuracy of a model’s unseen data. In developing a
machine learning model, it is important that the model
created is not over-fitting or under-fitting. While

RF 2 2
CNN 1
Bayesian model 3
DT 8
Markov model 1
Linear regression 2 1
Neural networks 3
Logistic regression 1 B
K-means 1
Cox regression 2 2
Gradient Boosting 1
ANN 1 2
KNN 1
SVM 3
0 1 2 3
Fig. 4 The distribution of articles based on the transplantationphase

Post and pre transplantation

Post transplantation
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Table 5 Database/Data sources used as data sources in

developed models

Data sources Frequency

UNOS

A database of home monitoring data
Belgium clinic

Cardiothoracic clinic

6
1
1
1
Cleveland Clinic data 1
Guangzhou Medical University 1
Harefield Hospital 1
Institutional Radiology database 1
Masih Daneshvari Hospital database 1
Reina Sofi‘a University Hospital 1

1

Tertiary teaching Hospital located in Northeast Italy

underfitting is usually the result of not training the
model with enough data, overfitting can have a variety
of causes. The ultimate goal of machine learning is to
develop a model that performs well with both training
data and new data used for predictions. There are two
common approaches to evaluating models including
creating a holdout dataset or performing cross-valida-
tion. Hold-out refers to the strategy in which we divide
the data set into a train and a test set. Cross-valida-
tion is a technique that involves dividing the original
observation data set into a training set that is used to
train the model and an independent set that is used to
evaluate the analysis. The most common cross-valida-
tion method is k-fold cross-validation. In k-fold cross-
validation, we can split the input data into k subsets
of data. Of 16 articles, 14 articles employed the cross-
validation method to detect overfitting and validate
the model efficiency. Eight studies utilized a train-test
split to evaluate the machine learning algorithm.

To evaluate the performance of developed models,
various metrics were applied including calculating
accuracy, sensitivity, F-measure, Root Mean Square
Error (RMSE), R-squared (R?), correlation matrix,
chi-square, or AUC (Area Under the Receiver Operat-
ing Characteristics). The most common metric used
in studies to evaluate the model alone or to compare
it with other developed models was accuracy (n=7).
Next, AUC was applied in five studies. The frequency
of applied metrics is shown in Fig. 5. The explanation
of applied metrics is described in Table 6.

Among seven studies that applied the accuracy met-
ric, five studies this metric in combination with sensi-
tivity and specificity. In one study, the F-measure score
was utilized to evaluate the models in combination
with accuracy, sensitivity, and specificity.
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Fig. 5 Thedistribution of applied metrics in reviewed articles

The quality assessment of reviewed articles

The reviewed articles were evaluated in nine categories

suggested by Qiao [18]. The results of the evaluation of

articles based on these nine axes are shown in Table 7.
The summative score of all articles was above five. The

results of the risk of bias assessment in the reviewed

articles are shown in Fig 6.

Discussion

Our systematic review investigated utilizing machine
learning in a lung transplant domain. According to the
PRISMA checklist, sixteen papers were recognized as
eligible articles to identify the usage of machine learn-
ing in lung transplantation. Evidence showed that the
development of machine learning models in organ
transplantation had surprising results in improv-
ing transplant success and predicting the likelihood
of transplant rejection [15, 44, 45]. Although machine
learning techniques can support clinicians predict
transplant complications, limited studies have been
conducted in lung transplant domains [46].

The majority of the reviewed articles were dedicated
to the use of ML models in predicting survival and
comorbidities [13, 19, 21, 25, 29, 30, 32, 33]. However,
several studies used ML techniques to predict mortal-
ity after receiving transplanted organs [44, 45], but no
study was done in LTx to predict mortality. Despite
the importance of predicting the degree of donor and
recipient matching to increase the success of transplant
surgery, only two articles were devoted to this topic
[24, 28]. Comprehending the benefits of analyzing the
main results of LTx with the aid of the machine learn-
ing method can make clinicians interested in using this
new method based on artificial intelligence.
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Table 6 The most common metric used in studies
Metrics Description Frequency
Accuracy Accuracy is a metric that commonly describes how the developed model performs throughout all 7 (43.75%)
datasets.
Specificity Specificity is the extent of true negatives that are accurately anticipated by the developed model. 4 (25%)
Sensitivity Sensitivity could be a degree of how well machine learning demonstrate can distinguish positive 4 (25%)
instances.
F-measure The F1-score or F-score may be a degree of a model's precision on a dataset that can be utilized in 1(6.25%)
classification models.
Root Mean Square Error (RMSE) Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) are measurements utilized to assess 4 (25%)
a Regression Model.
R-squared The R2 score could be a very imperative metric that's utilized to assess the performance of a 3(18.75%)
regression-based machine learning model. It is known as R squared and is additionally known as the
coefficient of assurance.
AUC or ROC curve ROC curve, moreover known as Receiver Operating Characteristics Curve, could be a metric utilized 5(31.25%)
to degree the execution of a classifier model. The ROC curve represents the rate of true positives
about the rate of false positives in the classifier model.
Chi-square or correlation matrix A chi-square test is utilized to test the independence of two occasions. 3(18.75%)
Confusion matrix The confusion matrix is a matrix utilized to show the exact performance of the classification models 4 (25%)

based on a given set of test data.

ML development works best with a high volume of
data samples and a rich set of features. Thus, the major-
ity of articles developed their models using UNOS large
datasets [47]. Valuable studies have been conducted
using UNOS datasets because all of these kinds of data
are available for all researchers free of charge [48].
Thus, designing the integrated large database to record
all LTx-related data could aid researchers to conduct
big data analytics in LTx.

As stated in the results section, most applied tech-
niques were supervised learning methods like SVM, DT,
RF, and regression. Although deep learning methods play
an essential role in medicine due to their ability to ana-
lyze complex data [49], only one study was devoted to
deep learning techniques to analyze medical images.

Overfitting is one of the main challenges in supervised
ML methods which prevents generalizability [50]. Due
to a large amount of LTx data, the authors are faced with
high-dimensional data for developing their methods.
Usually, all data features are not useful. Hence, feature
selection methods to select the best set of features could
be effective to design more best-fitting models in medical
sciences [51, 52]. Despite all of these benefits, only nine
papers applied these kinds of methods. Different met-
rics have been employed to evaluate the developed ML
models. Because the same metrics have not been used to
compare the performance of the developed models, it is
not possible to compare these techniques. Although the
evaluation criteria were mentioned in some studies, the
evaluation results are not stated clearly in the articles.

Implementing clinical decision support tools (CDSS)
based on developed ML models could support healthcare
providers to deliver optimal care to patients [53]. They
can analyze a large amount of data in the shortest time
and suggest the best treatment options to the physicians
[54]. Despite these advantages, no study has designed a
decision support system in this field.

This review also faced some limitations. Although
search strategies were done in different databases, all
machine learning models in this field might not be iden-
tified through a literature review. Researchers may have
reported only high-performing models. So, publication
bias could exist in this review. The author of the studies
did not consider all available variables from data sources
to develop their models. Considering new variables with
the same goals and same data sources might be generated
new models with different accuracy. Another limitation
of this study is that we considered a wide classification
domain of machine learning algorithms in lung trans-
plantation with diverse data sources. Therefore, we can-
not compare them in terms of performance. We did not
consider any subclassification of any of the considered
algorithms or data sources in this study. Ultimately, the
development and application of deep learning should be
considered the main subject of further study.

Conclusion

This review showed that applying ML methods could
target clinical problems and complications in lung
transplantation as one of the complex subjects in
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medicine. The outcomes of these developed prediction
models could aid clinicians to make better and more
reliable decisions by extracting new knowledge from
the huge volume of data. Deep learning method utiliza-
tion in lung transplant data analysis could be the main
research gap in this field, which can be the main topic
of future studies.
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