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Abstract 

Background The use of mixed effect models with a specific functional form such as the Sigmoidal Mixed Model 
and the Piecewise Mixed Model (or Changepoint Mixed Model) with abrupt or smooth random change allows 
the interpretation of the defined parameters to understand longitudinal trajectories. Currently, there are no interface 
R packages that can easily fit the Sigmoidal Mixed Model allowing the inclusion of covariates or incorporating recent 
developments to fit the Piecewise Mixed Model with random change.

Results To facilitate the modeling of the Sigmoidal Mixed Model, and Piecewise Mixed Model with abrupt or smooth 
random change, we have created an R package called nlive. All needed pieces such as functions, covariance matri-
ces, and initials generation were programmed. The package was implemented with recent developments such 
as the polynomial smooth transition of the piecewise mixed model with improved properties over Bacon-Watts, 
and the stochastic approximation expectation-maximization (SAEM) for efficient estimation. It was designed to help 
interpretation of the output by providing features such as annotated output, warnings, and graphs. Functionality, 
including time and convergence, was tested using simulations. We provided a data example to illustrate the package 
use and output features and interpretation. The package implemented in the R software is available from the Com-
prehensive R Archive Network (CRAN) at https:// CRAN.R- proje ct. org/ packa ge= nlive.

Conclusions The nlive package for R fits the Sigmoidal Mixed Model and the Piecewise Mixed: abrupt and smooth. 
The nlive allows fitting these models with only five mandatory arguments that are intuitive enough to the less sophis-
ticated users.

Keywords Longitudinal outcome, nlive, Non-linear mixed model, Random changepoint model, R package, Saemix, 
Sigmoidal mixed model, Stochastic approximation expectation maximization

Background
Continuous longitudinal data may have a trajectory that 
is not linear. This is the case of cognitive aging and other 
processes in fields such as agriculture [1], pharmacology 

[2], and marketing [3]. Although some less parsimoni-
ous models have been proposed to model such longitu-
dinal data, the use of models with a specific functional 
form such as the Sigmoidal Mixed Model (SMM) [4] and 
the Piecewise Mixed Model (PMM) [5] with abrupt or 
smooth change allow the interpretation of the defined 
parameters.

The SMM is currently implemented in SAS using 
PROC NLMIXED [4], which maximizes the marginal 
likelihood by using an adaptive Gaussian quadra-
ture [6] or other approximation methods, such as the 
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first-order method [7]. In R, most of these packages 
focus on dose-response optimization and curve-fitting 
[8] such as qpcR [9], grofit [10], FlexParamCurve [11], 
drfit [12], and MCPMod [13] or aim to automate fit-
ting and classify multiple curves [8]. However, none of 
these packages can fit the SMM allowing the inclusion 
of covariates for all 4 parameters. The PMM is com-
monly fitted using Bayesian inference and implemented 
in OpenBugs or WinBUGS, but is also commonly fit in 
R using the lme4 [14], which maximizes the marginal 
likelihood by using a Laplace approximation. A recently 
developed Stochastic Approximation Expectation Max-
imization (SAEM) algorithm was shown to be more 
successful [15] and faster [16] to identify the maximum 
likelihood estimators of non-linear mixed models. This 
can be implemented directly using the package saemix 
[17] (version 3.0). However, one downside of having 
such flexible packages as the lme4 and saemix is that 
they require more analytical skills to code. It is worth 
noting that some simple-to-use packages in R can fit 
the abrupt PMM, including segmented [18] and rcpm 
[19]. However, these packages also do not use SAEM 
and with them, it is not possible to (i) include covari-
ates for all 4 parameters, (ii) consider a smooth poly-
nomial transition, and/or (iii) estimate directly the last 
level (e.g. level close to death).

In this work, we present the the version 0.2.0 of the 
nlive package implemented within R software. The main 
objective of the package is to facilitate and broaden the 
application and interpretation of the SMM and PMM for 
longitudinal data. All needed elements to fit the mod-
els have been programmed, including the computation 
of the structural model and the automatic generation 
of initials for the main parameters. As such, less expe-
rienced R users only need to specify the model to fit via 
a single intuitive line of code, with only five mandatory 
arguments. The package was implemented with the most 
recent and efficient algorithms for non-linear models. 
Implementation was also performed with the most inter-
pretable parameterization and was based on the most 
recent developments in each type of model. For example, 
for the smooth PMM, instead of using the Bacon-Watts 
[20] which can create an artificial increase in the tra-
jectory right after the changepoint [21], we considered 
the most recently developed polynomial smooth transi-
tion [22]. In this article, we reintroduce these models, 
describe the implementation of the package, and provide 
a simulation study to demonstrate the performance of 
the package. We also demonstrate the use of the model 
and interpretation of the output using a made-up dataset 
with trajectories similar to those found in the cognitive 
aging of individuals followed until death [23].

Model specifications
As a prelude to the introduction and demonstration of the 
new nlive package, we first describe the general formula-
tion of the nonlinear mixed models implemented in the 
package. The simplified general form of nonlinear mixed 
models can be written in terms of a known nonlinear func-
tion f given by:

where yij denotes the longitudinal outcome value of 
subject i (i = 1, ...,N ) collected at the observation time 
tij (j = 1, ..., ni) ; ψi is a vector of normally distributed 
person-specific parameters function of fixed effects and 
individual random effects; and ǫij are random error, with 
ǫij ∼ N (0, σ 2

ǫ ).
Motivated by the application on late-life cognitive 

decline, the nlive package implements two main classes 
of nonlinear mixed models: the Sigmoidal Mixed Model 
(SMM) [4, 24] with four parameters and the Piecewise Lin-
ear Mixed Model (PMM) [5] with two linear phases and 
a single changepoint. In the following sub-sections, we 
provide a brief introduction to these models. For simplic-
ity, some annotations can be similar from one model to 
another, while the interpretation of the parameters remains 
specific to each of them.

The Sigmoidal Mixed Model
The SMM introduced by Capuano and colleagues [4] is 
based on the four-parameter logistic that allows the inclu-
sion of covariates related to four parametric quantities. The 
non-linear trajectory of the outcome Y can be formulated 
as follows:

where the first parameter, ψ1i , represents the person-
specific initial level of the outcome before the onset 
of decline. The second parameter, ψ2i , represents the 
person-specific level of the outcome at a time equal to 
zero (e.g., death), or the intercept. We will call it the last 
level although the meaning of time may differ depend-
ing on the application. ψ3 represents the marginal time 
when half of the total decline occurred. We will call it the 
midpoint. ψ4 represents the marginal Hill slope and will 
define the nonlinear pattern of the trajectory (e.g. deter-
mining the steepness, earlier versus later acceleration of 
change). These two latter parameters are kept as marginal 
for convergence purposes [4]. The four main parameters 
are assumed to obey the following equations:

(1)yij = f (tij ,ψi)+ ǫij

(2)f (tij ,ψi) = ψ1i +
ψ2i − ψ1i

1+ (tij/ψ3)ψ4

(3)initial level: ψ1i = α1 + X⊤
1iβ1 + η1i
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where α1 , α2 , α3 , and α4 are the mean values for the last 
level, initial level, midpoint, and Hill slope, respectively; 
X1i , X2i , X3i , and X4i are vectors of covariates associ-
ated with the vector of fixed effects β1 , β2 , β3 , and β4 , 
respectively; and η1i and η2i are random effects with 
(η1i, η2i)

⊤ ∼ MVN (0,B) and B assuming correlations 
between η1i and η2i.

The piecewise linear mixed model with a random 
changepoint
The PMM model [5] assumes that the stochastic process of 
the longitudinal outcome is characterized by two or more 
different phases. Under this class of models, the nlive pack-
age implements two PMM models with an abrupt change 
(PMM-abrupt) [25] and a smooth polynomial transition 
(PMM-smooth) [22] between the two linear phases. These 
models provide an appealing statistical approach to detect-
ing the time when the onset of accelerated decline occurs.

PMM with abrupt change
The PMM-abrupt model (also known as the linear-linear 
or the broken-stick mixed model), consists of an inter-
cept at time zero, a slope close to the intercept, a change 
point at which the slope changes, and a slope after this 
change point. The non-linear trajectory of the outcome Y 
can be formulated as follows:

where the first parameter, ψ1i , represents the person-
specific level of the outcome at time zero, or the inter-
cept; ψ2i represents the person-specific slope before the 
changepoint; ψ3i represents the person-specific slope 
after the changepoint; and ψ4i represents the person-spe-
cific changepoint time parameter.

Assuming an alignment at death for example (for inter-
pretation purposes), the parameters ψ1i to ψ4i are sup-
posed to obey the following equations:

(4)last level (intercept): ψ2i = α2 + X⊤
2iβ2 + η2i

(5)midpoint or time of half decline: ψ3 = α3 + X
⊤
3iβ3

(6)Hill slope: ψ4 = α4 + X⊤
4iβ4

(7)f (tij ,ψi) =

{

ψ1i + ψ2iψ4i + ψ3i(tij − ψ4i) if tij < ψ4i

ψ1i + ψ2itij if tij ≥ ψ4i

(8)last level (intercept) : ψ1i = α1 + X⊤
1iβ1 + η1i,

(9)slope before the changepoint : ψ2i = α2 + X
⊤
2iβ2 + η2i ,

(10)slope after the changepoint : ψ3i = α3 + X
⊤
3iβ3 + η3i ,

where α1 , α2 , α3 , and α4 are the mean values for the last 
level, the slope before the change point, the slope after 
the changepoint, and the changepoint time, respec-
tively; X1i , X2i , X3i , and X4i are vectors of covariates 
associated with the vector of fixed effects β1 , β2 , β3 , and 
β4 , respectively; and η1i to η4i are random effects with 
(η1i, η2i, η3i, η4i)

⊤ ∼ MVN (0,B) and B assuming correla-
tions only between η2i and η3i.

PMM with smooth polynomial transition
The PMM-smooth model is an extension of the PMM-
abrupt. The initial smooth PMM proposed by Bacon 
and Watts [20] includes a hyperbolic tangent transition. 
In this work, however, we consider a more recent devel-
opment that considers a smooth polynomial transition 
introduced in Van den Hout, Muniz-Terrera, and Mat-
thews [22]. In contrast to the PMM-abrupt, the change-
point of the PMM-smooth represents the beginning of a 
smooth transition.

In PMM-smooth, the transition is modeled using a 
third-degree polynomial function fitted between the two 
straight lines. In the original work [22, 26], the intercept 
parameter cannot be interpreted directly as it reflects the 
level parameter projection using the early slope at time 
zero. To allow direct interpretation of the intercept, we 
re-formulated the PMM-smooth model as:

where ψ1i , ψ2i , and ψ3i have been previously defined for 
Eq. (7). ψ4i is the person-specific time when the smooth 
transition phase of length v begins. v is a value repre-
senting the time interval where the polynomial curve 
occurs between tij = ψ4i and tij = ψ4i + v. To be closer 
to the PMM-abrupt, the two linear parts should intersect 
at the middle of the transition phase and the constraint 
�i = ψ1i + ψ2i(ψ4i +

v
2 )− ψ3i(ψ4i +

v
2 ) is imposed. Note 

that v set to 0 reduces to a PMM-abrupt model.
The smoothness of the transition function involves four 

linear equations with four parameters:

(11)changepoint time : ψ4i = α4 + X⊤
4iβ4 + η4i

(12)

f (tij ,ψi) =

ψ1i + ψ2i tij + (ψ3i − ψ2i)(tij − ψ4i +
v
2 ) if tij < ψ4i

gtransition(tij |ψ1i ,ψ2i ,ψ3i , v) if ψ4i ≤ tij ≤ ψ4i + v

�i + ψ2i tij if tij > ψ4i + v

(13)gtransition(ψ4i) = �i + ψ3iψ4i

(14)gtransition(ψ4i + v) = ψ1i + ψ2i(ψ4i + v)

(15)
(

∂

∂tij
gtransition

)

(ψ4i) = ψ3i
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where gtransition is obtained by solving the system of 
four linear equations with four unknown parameters. 
The derivatives of gtransition at the times tij = ψ4i and 
tij = ψ4i + v are respectively ψ3i and ψ2i.

Implementation
Software
To facilitate the application and interpretation of the 
SMM, PMM-abrupt, and PMM-smooth models for a 
broader audience, who is not necessarily familiar with 
statistical programming, we developed a user-friendly 
R package called “nlive” (non-linear mixed models with 
initial values estimated) with R version 4.0.3. All needed 
elements to fit the models, including the definition 
of the structural model and the generation of initials 
for the four main parameters, have been programmed 
so that the user only needs to specify a single intuitive 
line of code to fit the model. A variety of options can 
also be specified. Along with the functions to fit indi-
vidual models, the package also provides a function that 
displays the longitudinal data. A made-up data frame, 
under the name dataCog, is provided with the pack-
age. This data represents cognitive patterns previously 
observed in cognitive aging when participants are fol-
lowed until death. Real data on cognitive aging with 
annual follow-up until death from the Religious Order 
Study and the Memory and Aging Project (ROSMAP) 
from the Rush Alzheimer’s Disease Center can be 
obtained under request at https:// www. radc. rush. edu. 
These cohorts are described elsewhere [23]. The ver-
sion 0.2.0 of the nlive package is freely available via the 
Comprehensive R Archive Network (CRAN) at https:// 
CRAN.R- proje ct. org/ packa ge= nlive.

Estimation
The SMM, PMM-abrupt, and PMM-smooth previously 
described were all estimated using the saemix pack-
age (version 3.0) developed by Comets and colleagues 
[17]. The saemix package, among other things, 
requires the definition of the structural model; thus, 
first, nlive includes the structures of the models. 
For SMM, the nlive algorithm relied on the SSlo-
gis5() function of the nlraa package [27] (version 
1.2), which initially defines a 5-parameter logistic curve 
but can be reduced to a 4-parameter logistic when 
the 5th parameter is fixed to 1. For PMM-abrupt and 
PMM-smooth, the structure of the models are explic-
itly coded in the nlive algorithm. In addition to the 
output information provided by saemix, the nlive 

(16)
(

∂

∂tij
gtransition

)

(ψ4i + v) = ψ2i

package also provides p-values for the main terms [28] 
that would not be available otherwise.

The SAEM algorithm
The computational technique for maximum likelihood 
estimation implemented in saemix is the Stochastic 
Approximation Expectation Maximization (SAEM) 
algorithm, which is a stochastic approximation ver-
sion of the standard EM algorithm proposed by Khuhn 
and Lavielle [29]. The SAEM algorithm showed to be 
efficient in the context of non-linear mixed models, 
converging quickly to the maximum likelihood esti-
mators [16] and achieving better performance than 
linearization-based algorithms [15]. In preliminary 
testing during the algorithm coding process, in line 
with the literature, saemix showed convergence to 
the adequate solution more often than two main com-
peting software package [17]: nlme [6] and lme4 [14]. 
Note that in saemix, the likelihood can be computed 
by linearisation or by importance sampling. In the lin-
earization approach, the likelihood of the Gaussian 
model is estimated from the nonlinear mixed effects 
model using the approximation proposed by Lindstrom 
and Bates [30]. In the importance sampling approach, 
the likelihood is obtained through a Monte-Carlo 
stochastic integration and does not require a model 
approximation. More information on these methods is 
available in the saemix documentation [17].

Initial values
One of the great advantages of the nlive package is 
that it has an embedded algorithm that examines the 
data and automatically provides informative initials. 
Here we briefly describe this algorithm. For SMM, 
the four main parameters are the last level, first level, 
midpoint, and Hill slope. An initial for each parameter 
needs to be provided. For that, we build upon an algo-
rithm previously developed in SAS by Capuano and col-
leagues [4] (algorithm hosted and accessible at github.
com/AWCapuano/sigmoidal). In this work, we expand 
this algorithm for different data structures (e.g., differ-
ent time scales). Briefly, first, the algorithm segments 
the time into the initial (5th percentile) and final (95th 
percentile). At these periods the initial and final mean 
levels of the outcome are ascertained. The time of half 
decline is set to 300 if the curve is nearly linear, and to 
2 otherwise. Finally, the Hill slope is set to a high and 
low value based (0.5 and 1.05). Similarly, for PMM-
abrupt and PMM-smooth, estimation of the models 
requires the specification of four starting values related 
to the four main parameters: last level, changepoint 
time, slope before the changepoint, and slope after 
the changepoint. First, the algorithm obtains the final 

https://www.radc.rush.edu
https://CRAN.R-project.org/package=nlive
https://CRAN.R-project.org/package=nlive
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portion of the time (the 95th percentile of time). Then, 
for this period of time, the mean level of the outcome 
is ascertained. To inform the other three parameters 
(changepoint, pre-slope, post-slope), standard linear 
mixed models are used. First, the time is segmented into 
quintiles starting from the initial time to the final time. 
Then the algorithm approximates where the accelera-
tion of change (i.e., changepoint) occurs by estimating 
five separate linear mixed models based on the quin-
tiles of time. The changepoint time is defined as the 
lower bound of the time interval where the fastest slope 
occurred. Lastly, the early and final slopes are informed 
by the slope of cognitive decline estimated using a lin-
ear mixed model considering the subsets of cognitive 
measures collected before and after the approximated 
changepoint, respectively. The linear mixed models are 
implemented using the hlme function from the lcmm 
[31] package (version 1.9.5) to fit mixed effect models 
on segments of the longitudinal data.

Overview of the package
The nlive package offers three estimation functions 
(nlive.smm, nlive.pmma, nlive.pmms) to fit the 
SMM, PMM-abrupt, PMM-smooth models, respectively, 
relying on the SAEM algorithm implemented in saemix. 
These functions all require to take as input a dataset that 
provides information on the longitudinal outcome of inter-
est, participant ID, time, and predictors (if any).

The call of nlive.smm is:

nlive.smm(dataset, ID, outcome, time, 
+ var.all=NULL, var.last.level=NULL,
+ var.first.level=NULL, var.midpoint=NULL,
+ var.Hslope=NULL, traj.marg=NULL,
+ traj.marg.group=NULL, start=NULL)

The first fourth arguments are mandatory: dataset 
defines the name of the data frame in the longitudinal 
format; ID defines the name of the variable represent-
ing the grouping structure specified with " (e.g., "ID" 
representing the unique identifier of participants); out-
come corresponds to the name of the time-varying vari-
able representing the longitudinal outcome specified 
with " (e.g., "cognition"); time is the name of the 
variable representing the timescale specified with " (e.g., 
"time"), which can be negative or positive.

All other arguments are optional: var.all specifies a 
vector indicating the name of the variable(s) that the four 
main parameters of the model will be adjusted to (e.g. var.
all=c("X1"))(NULL by default); var.last.level, 
var.first.level, var.midpoint, var.Hslope, 
each specifies a vector indicating the name of the variable(s) 
that the related specific parameter (e.g. midpoint) can be 

adjusted to (e.g. var.midpoint=c("X2"))(NULL by 
default); traj.marg indicates whether the marginal esti-
mated trajectories should be plotted (TRUE) or not (FALSE 
by default); traj.marg.group provides the name of the 
grouping variable listed in one of the arguments var. to 
contrast the estimated marginal trajectories between two 
specific groups (NULL by default). If the variable is binary, 
the trajectories are contrasted between the two groups of 
interest. If the variable is continuous, the 10th and 90th per-
centile values will automatically be considered; start spec-
ifies a vector of length 4 to override the specification of the 
four initial values for the main parameters (initials obtained 
directly from the data by default).

The calls of nlive.pmma and nlive.pmms are:

nlive.pmma(dataset, ID, outcome, time, 
+ var.all=NULL, var.last.level=NULL,
+ var.slope1=NULL, var.slope2=NULL, 
+ var.changepoint=NULL, ...)

nlive.pmms(dataset, ID, outcome, time, 
+ var.all=NULL, var.last.level=NULL,
+ var.slope1=NULL, var.slope2=NULL, 
+ var.changepoint=NULL, ...)

All arguments needed in nlive.pmma and nlive.
pmms are the same as those previously described for nlive.
smm. However, because the parameters are different between 
the models, the PMM-related functions will have different 
arguments to enter covariates to specific parameters. These 
arguments are var.last.level, var.slope1, var.
slope2, and var.changepoint. Of note, nlive has a 
legacy function that can fit all models. This function is being 
kept for older users. Details are available in Supplementary 
Materials (Appendix 1). Information on all the functions 
available in nlive is also found in the package documenta-
tion at https:// CRAN.R- proje ct. org/ packa ge= nlive.

Results
Performance
We performed a simulation study to evaluate the per-
formance of fitting SMM and PMM using the SAEM 
algorithm and of assigning informative initials using the 
nlive algorithm. In the first step of the study, we chal-
lenged the SAEM algorithm by running two different 
scenarios: varying sample sizes (n of individuals of 100, 
200, and 500), and varying number of covariates (zero, 
one, and two covariates per parameter). In the second 
step we compared the gain of using the nlive algorithm 
to assign initials by comparing it with the use of naïve 
initials, that is using zero to all initials. The simulated 
data mimicked the longitudinal cognitive trajectoriems 

https://CRAN.R-project.org/package=nlive
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observed in deceased ROSMAP participants. These 
cohorts were chosen due to the large number of par-
ticipants followed annually until death. The cohorts are 
described in detail elsewhere [17]. The time intervals for 
each visit of each individual were generated using a uni-
form distribution of [-2, 2] months. The data generation 
started randomly from 24 years before death (time=-24) 
to death (time=0). This allowed the dataset to be more 
realistic where each individual has a different time from 
baseline to death, and there is an average of 10 years of 
follow-up (SD=5). As an inclusion criterion, individu-
als need at least 4 cognitive observations to enter the 
model. Each scenario was tested using 100 replications.

In the first step, for each model, convergence was suc-
cessfully reached in the second phase of the SAEM algo-
rithm in all replications under all scenarios. The run time 
increased with the sample size and the number of covari-
ates and was longer for SMM (Fig.  1). However, in the 
most complex scenarios of fitting SMM with two covari-
ates on a sample of 500 individuals, the run time was still 
less than 6 minutes. We assessed the estimation accu-
racy of the marginal mean cognitive values before death, 
year by year, using the empirical Mean Squared Errors 
( MSE(t) = 1

100

∑100
r=1(Y (t)− Ŷr(t))

2 ), where Y(t) and 
Ŷr(t) represent the underlying true level and the estimated 
level of cognition, respectively, at year t (t=-24,...,0) before 
death for r replicates (r=1,...,100). All the models provided 
estimates with low bias (MSE ranged from 0.02 to 0.07).

In the second step, simulations using naïve initials started 
with the intermediate challenging scenario of one covariate 
and 500 individuals. Convergence was not a problem with 

all models successfully reaching a solution in the second 
phase of the SAEM algorithm. The naïve initials also did 
not significantly increase the run time (on average, the gain 
was < 5 seconds for SMMs and < 1 second for PMMs). 
However, there was a relevant decrease in the quality of the 
estimates. Using naïve initials, there was up to 30% increase 
in the percent bias in the average marginal estimated cog-
nitive trajectories, with up to 42% increase in the mean 
square errors. This was enough empirical evidence to con-
vince us to use informative starting values rather than naive 
ones. Of note, all the models were fitted on a HP ProBook 
400 G6 containing an i7-8565U processor and 16 gigabytes 
of RAM running R version 4.0.3. Together, these profiling 
results support that the application of the SAEM algorithm 
to fit SMM, PMM-abrupt, and PMM-smooth is efficient.

Example
In this section, we show how nlive can be used to fit 
the SMM, PMM-abrupt, and PMM-smooth models, and 
we present the main outputs provided by the package. In 
the context of our motivating application, late-life cog-
nitive decline, each model was fitted using the made-up 
illustrative sample dataCog available in the package. 
Thus, the first step consists of loading nlive, which will 
automatically load dataCog.

R > library(nlive)

The dataCog dataset contains 1200 individuals with 
annual cognitive testing for at least 4 years until death 
(mean follow-up=7 [SD=5] years); a description of the data 

Fig. 1 Evolution of computation times with the number of individuals, stratified by the number of covariates considered for all the 4 parameters
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can be accessed via the command summary(dataCog). 
On each line, we can read the unique participant identi-
fier (ID), the negative retrospective time before death in 
years (time), the repeated values of the composite score 
of global cognition collected over time (cognition), and 
the age at death of individuals in years; in the natural scale 
(ageDeath) and centered at its mean (ageDeath90) for 
interpretation purposes. The following lines create the con-
tinuous ageDeath90 variable and display the first lines of 
dataCog:
R > dataCog$ageDeath90 <- dataCog$ageDeath - 90
R > head(dataCog)
.   ID time cognition ageDeath ageDeath90
1 1000 -10.00 0.45 91 1
2 1000 -9.08 0.27 91 1
3 1000 -8.04 0.19 91 1
4 1000 -6.82 0.15 91 1
5 1000 -5.99 0.05 91 1
6 1000 -4.98 0.15 91 1

Before fitting a model, the user can inspect the longitu-
dinal outcome of interest (or other longitudinal variables) 
using the function nlive.inspect(). Rstudio is rec-
ommended for this function. Below is an example of the 
use of nlive.inspect() for the variable cognition:

R > nlive.inspect(dataset="dataCog", 
+ ID="ID", variable="cognition", 
+ time="time")

predictor. We also include arguments to plot the mar-
ginal estimated trajectories before death.

R > smm.fit <- nlive.smm(dataset=dataCog,
+ ID="ID",
+ outcome="cognition",
+ time="time",
+ var.all=c("ageDeath90"),
+ traj.marg=TRUE,
+ traj.marg.group=c("ageDeath90"))

In the main output, nlive.smm() provides the 
general output from saemix, which include a sum-
mary of the data, the specification of the model (main 
parameters, covariates, correlation matrix of random 
effects, initial values), key algorithm options used, 
and several numerical results (parameter estimated, 
likelihood) [17]. In nlive, this output is augmented 
by providing the processing time of the program and 
p-values for the main terms. Below, we focus on the 
numerical results, but the entire output is displayed in 
Appendix 3.

nlive.inspect()generates key plots, including the dis-
tribution of the longitudinal outcome, a spaghetti plot of the 
observed individual cognitive trajectories before death for 70 
individuals randomly selected in dataCog (see Fig. 2A), and 
boxplots of the longitudinal observed measures, obtained  
every year before death, for the whole population (see Fig. 2B). 
Those plots can be customized as needed using the R code  
provided in Appendix 2. All plots are produced with the 
ggplot2 package [32] and allow to better appreciate the vari-
ability of the trajectories within and between individuals over 
time. The options plot.xlabel and plot.ylabel allows 
the user to specify a character string to define axes x and y, 
respectively (e.g. plot.xlabel=c("Years before 
death")). For further graphical adjustements, users can 
access the ggplot scripts of the plots generated in nlive.
inspect using nlive.inspect in an R console.

Modeling the SMM
For demonstration purposes, we fit a relatively sim-
ple SMM model with all main parameters adjusted 
for ageDeath90. The user only needs to specify the 
name of the data frame and the columns containing 
the participant ID, the response, the timescale, and the 
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The fitted SMM model indicates that higher age 
at death was associated with lower cognitive level 
at baseline (see term beta_ageDeath90(first.level)) 
and close to death (see term beta_ageDeath90(last.
level)). In addition, higher age at death was associ-
ated with an earlier half of cognitive decline (see term 

beta_ageDeath90(midpoint)). However, age at death 
was not associated with the Hill slope(see term beta_
ageDeath90(hill.slope)).

To facilitate the interpretation of the estimated param-
eters, it is convenient to visualize the estimated average 
trajectories over time. In nlive.smm(), users can easily 

Fig. 2 A Observed individual trajectories of global cognition in the 20 years before death for 70 individuals randomly selected in the made-up 
illustrative sample dataCog available in the nlive package. B Boxplots of the longitudinal observed measures, obtained every year before death, 
in the whole population



Page 9 of 15Capuano and Wagner  BMC Medical Research Methodology          (2023) 23:257  

plot two types of marginal estimated trajectories. First, 
by setting up the argument traj.marg=T, the func-
tion can provide a graph of the estimated marginal trajec-
tory of global cognition before death in the whole study 
sample, for the most common profile of covariates (see 
Fig.  3). In this example, this would represent the most 
common average age at death (i.e., 90 years). Second, by 

specifying traj.marg.group=c("ageDeath90"), 
the function can provide a plot of estimated marginal 
trajectories of global cognition contrasted between two 
groups corresponding to participants in the 10th versus 
90th percentile of the ageDeath90 distribution, for the 
most common profile of covariates (see Fig. 4). Users can 
manually specify the percentile values using the traj.

Fig. 3 Estimated marginal trajectory of global cognition before death (A) for a participant who died aged 90 years (most common profile 
of covariates), and (B) according to age at death (79 versus 100 years), using the Sigmoidal Mixed Model ( n = 1,200)
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marg.group.val option. For example, traj.marg.
group.val=c(0.25,0.75) will plot trajectories for 
the 25th and 75th percentiles, respectively.

Modeling the abrupt PMM
For PMM-abrupt, the call of the function nlive.
pmma() is:

R > pmm.abrupt.fit 
<- nlive.pmma(dataset=dataCog, 
+ID="ID",
+ outcome="cognition",
+ time="time",
+ var.all=c("ageDeath90"),
+ traj.marg=TRUE,
+ traj.marg.group=c("ageDeath90"))

Fig. 4 Estimated marginal trajectory of global cognition before death (A) for a participant who died aged 90 years (most common profile 
of covariates), and (B) according to age at death (79 versus 100 years), using the Piecewise Mixed Model with abrupt change ( n = 1,200)
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The general summary output is:

In this example, for the PMM-abrupt model, we 
found that each additional year of age at death was 
associated with worse mean cognitive level close to 
death (see term beta_ageDeath90(last.level)). In addi-
tion, each increment in the age at death was related to 
an earlier onset of accelerated decline (see term beta_
ageDeath90(changepoint)). However, age at death was 
not related to the preterminal decline (see term beta_
ageDeath90(slope1)) or terminal decline (see term 
beta_ageDeath90(slope2)). The marginal estimated 
trajectories in the whole study sample and in the 10th 
versus 90th percentiles of the age at death distribution 
are displayed in Fig. 4.

Modeling the smooth PMM
For PMM-smooth, the user can call the function 
nlive.pmms():

R > pmm.smooth.fit <- 
nlive.pmms(dataset=dataCog, ID="ID",
+ outcome="cognition",
+ time="time",
+ var.all=c("ageDeath90"),
+ traj.marg=TRUE,
+ traj.marg.group=c("ageDeath90"))

The general summary output is:
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In this example, as expected, findings are generally 
similar to those obtained for the PMM-abrupt model. 
The main difference is that the estimated changepoint 
parameter represents here the beginning of the transi-
tion period. Marginal estimated trajectories in the whole 
study sample and according to age at death are displayed 
in Fig. 5, respectively.

Other features
Since the estimation functions from nlive fit the models 
based on the saemix package, users can take advantage 
of many generic functions from saemix. Table 1 displays 
a brief description of the main functions available in sae-
mix. Consider the illustrative example of SMM. In this 
example, nlive will generate the SaemixObject smm.

Fig. 5 Estimated marginal trajectory of global cognition before death (A) for a participant who died aged 90 years (most common profile 
of covariates), and (B) according to age at death (79 versus 100 years), using the Piecewise Mixed Model with smooth polynomial transition  
( n = 1,200)
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fit. With that, the user can extract the subject-specific 
prediction by calling psi(smm.fit, type="mean"). 
The subject-specific random effects can be extracted by 
calling eta(smm.fit, type="mean"). Convergence 
plots (Fig.  6) can also be obtained by calling saemix.

plot.convergence(smm.fit) or  plot(smm.fit, 
plot.type="convergence"). Please refer to the 
saemix documentation for other available functions.

Concluding remarks
In this work, we introduce the version 0.2.0 of the newly 
developed R package nlive to fit three non-linear 
mixed models for Gaussian longitudinal data: the sig-
moidal mixed model (SMM) and two piecewise linear 
mixed models with a random changepoint (PMM-abrupt 
and PMM-smooth). The SMM includes 4 parameters, 
which allow for the estimation of early level, half of the 
decline, Hill slope (the steepness of the curve), and final 
level of the longitudinal outcome of interest. The two 
PMM separate the trajectory into two linear phases and 
allow for estimation of the early slope, changepoint, 
final slope, and final level. These models were chosen 
for the implementation as they currently cannot be eas-
ily implemented in R and are of importance, especially 
in aging research. All needed pieces such as functions, 
covariance matrices, and initials generation were pro-
grammed. The nlive() function allows fitting these 
models with one line of code that is intuitive enough to 
the less sophisticated users. The yielding product has 
only five mandatory arguments. Options are available to 
readily accommodate user preferences, including man-
ual specification of starting values or diagnostic plots. It 
was also designed to help interpretation of the output by 

Table 1 Brief description of functions from saemix that can be 
used once model is fit

Function Description

summary Summary of the data, specifica-
tion of the model, key algorithm 
options, and numerical results.

plot General plot function from SAEM.

saemix.plot.fits Plot of predictions vs observa-
tions for each individual.

saemix.plot.obsvspred Plot of marginal predictions vs 
observations, and individual 
predictions vs observations.

saemix.plot.convergence Plot of parameter estimate 
vs iteration number for each 
parameter.

saemix.plot.randeff Boxplot of the random effects.

coef Vector of the coefficients 
from a saemix fit.

eta Subject-specific estimates 
of the parameters and random 
effects.

vcov Variance-covariance matrix.

logLik Likelihood from a saemixObject 
resulting from a call to saemix.

Fig. 6 Plots evaluating the convergence for the estimation of the parameter



Page 14 of 15Capuano and Wagner  BMC Medical Research Methodology          (2023) 23:257 

providing features such as annotated output, warnings 
(e.g. small sample, number of covariates), and graphs.

This package is the first to provide a seamless user 
interface to fit the Sigmoidal Mixed Effect Model. Some 
packages in R can fit the Sigmoid curve but not the 
mixed effect model. As for PMM, although this is not 
the first package to provide an interface to fit the model, 
the nlive package includes the more recent develop-
ments in the model structure and the likelihood maxi-
mization algorithm. The smooth PMM implemented 
is based on the polynomial transition that was demon-
strated to have improved properties over the Bacon-
Watts. PMM models were also reparameterized which 
allows the interpretation based on the estimated value 
at time zero and not a projection to zero from the first 
and more distant slope. Here we build upon recently 
developed tools in R such as the saemix package that 
utilizes the Stochastic Approximation EM-based algo-
rithm, shown in several tests to have a better conver-
gence rate than the Maximum Likelihood. All models 
were fitted with the same algorithm. Extensive testing of 
basic functionality was already performed for saemix 
development. In this interface, however, convergence 
adequacy was tested given the particular complexity of 
these models. Overall the convergence rate was high, 
the time was reasonable, and the bias was low.

The motivation of this package was aging research 
including biomarkers of the Alzheimer’s pathologi-
cal cascade (a.k.a. Jack curves) [33], natural history of 
cognition [4, 34, 35], retesting effect [36, 37], and ter-
minal decline [38, 39]. These models, however, are non-
specific and the nlive can be used in a wide variety of 
fields. Many processes were demonstrated to follow a 
sigmoid trajectory over time (a.k.a. 3 to 5 parameters 
logistic, Hill, Langmuir, Langmuir-Hill, and Hill-Lang-
muir equation). Such processes are found in agriculture 
[1], pharmacology [2] and marketing [3], to cite a few. 
Similarly, many processes that are initially linear may 
have an unknown change that may modify the trajec-
tory. Such processes are found in a wide variety of fields 
from environmental sciences [40] to engineering [41].

In conclusion, we hope that this very user-friendly 
package will encourage the adoption of more sophisti-
cated models for longitudinal data by the R community, 
with varying degrees of experience. Although illus-
trated in the context of cognitive aging, the package can 
be used in a wide variety of applications.
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