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Abstract 

Purpose This study introduces a novel method for estimating the variance of life expectancy since diagnosis  (LEC) 
and loss in life expectancy (LLE) for cancer patients within a relative survival framework in situations where life 
tables based on the entire general population are not accessible.  LEC and LLE are useful summary measures of sur‑
vival in population‑based cancer studies, but require information on the mortality in the general population. Our 
method addresses the challenge of incorporating the uncertainty of expected mortality rates when using a sample 
from the general population.

Methods To illustrate the approach, we estimated  LEC and LLE for patients diagnosed with colon and breast 
cancer in Sweden. General population mortality rates were based on a random sample drawn from comparators 
of a matched cohort. Flexible parametric survival models were used to model the mortality among cancer patients 
and the mortality in the random sample from the general population. Based on the models,  LEC and LLE together 
with their variances were estimated. The results were compared with those obtained using fixed expected mortality 
rates.

Results By accounting for the uncertainty of expected mortality rates, the proposed method ensures more accu‑
rate estimates of variances and, therefore, confidence intervals of  LEC and LLE for cancer patients. This is particu‑
larly valuable for older patients and some cancer types, where underestimation of the variance can be substantial 
when the entire general population data are not accessible.

Conclusion The method can be implemented using existing software, making it accessible for use in various cancer 
studies. The provided example of Stata code further facilitates its adoption.

Keywords Relative survival, Expected mortality rates, Loss in life expectancy, Flexible parametric survival models

Introduction
The loss in life expectancy (LLE) for cancer patients, or 
the number of years lost due to cancer, is a useful com-
plementary measure for summarising cancer prog-
nosis. LLE gives an understanding of the impact of a 
cancer diagnosis over the whole life span, can be used 
on both an individual and on a population level and is 
easy to communicate. LLE is calculated as the difference 
between the life expectancy of cancer patients  (LEC) and 
the life expectancy they would have if they had not been 
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diagnosed with cancer  (LEexp). The latter, expected life 
expectancy of a cancer patient  (LEexp), is approximated 
by the life expectancy of an individual from the general 
population of the same age, sex and potentially other fac-
tors.  LEC is obtained as the area under the observed (all-
cause) survival curve for cancer patients and is usually 
estimated in the relative survival framework [1]. The rela-
tive survival framework is often used for estimating can-
cer patient survival in population-based studies because 
it does not require information on cause of death. Within 
the relative survival framework, the all-cause survival for 
cancer patients is presented as the product of the survival 
a cancer patient would experience if they did not have 
cancer, or expected survival, and relative survival (RS). 
Under certain assumptions, RS is an estimate of net sur-
vival, which represents the survival in absence of other 
causes of death. The expected survival is assumed to be 
the same as the survival of matched individuals in the 
general population given a specific covariate pattern and, 
in practice, usually obtained from general population life 
tables, and so is  LEexp described above. Any uncertainty 
in the estimates of the expected survival and expected 
mortality (an analogue to the expected survival on the 
hazard scale) obtained from general population life tables 
is assumed to be negligible. Thus, the expected survival, 
expected mortality and  LEexp for cancer patients are 
treated as known or fixed values and do not contribute to 
the variability of  LEC and LLE.

Recent work has shown that when estimating RS and 
LLE for colon cancer patients in Sweden using life tables 
from the entire general population, uncertainty in the 
expected survival and mortality can often be ignored 
when calculating SEs [2]. Here, the entire general popula-
tion refers to all people living in a country or region, i.e. 
the catchment area for the population-based cancer reg-
istry. However, it has also been illustrated that in some 
situations the uncertainty in the expected survival and 
mortality should be taken into account, otherwise, SEs 
for RS and LLE will be too small and confidence intervals 
too narrow [2]. These situations may include, but not lim-
ited to, when estimates of the expected measures are not 
based on the entire general population but on a sample 
from the general population.

The need for the sample may arise when certain char-
acteristics, which may affect expected mortality rates, 
are unavailable at the population level. This situation also 
becomes necessary in cancer randomised trials, where 
participants are carefully selected based on specific inclu-
sion criteria. In both scenarios, estimating the expected 
mortality for cancer patients using general popula-
tion data might be not appropriate. It has been demon-
strated that using mismatched life tables can introduce 
biases in estimating excess mortality [3]. While this issue, 

known as non-comparability bias, has received extensive 
attention in the literature [4–7], there remains a gap in 
addressing the variability of expected values.

Moreover, the impact of ignoring the uncertainty in the 
expected survival or the expected mortality has a more 
substantial effect on the estimates of SE of LLE than SE 
of RS [2]. This is due to the fact that the expected mor-
tality rates are included in several parts of the estima-
tion of LLE, namely, the estimation of life expectancy in 
the general population and life expectancy of the cancer 
patients, which in turn, is estimated using the expected 
mortality rates and excess mortality rates.

In a previous study [2], the necessity of incorporat-
ing uncertainty in the expected measures was evaluated 
under various scenarios. To conduct this assessment, 
a parametric bootstrap approach was employed. This 
involved generating 1000 realisations of general popula-
tion mortality rates and obtaining 1000 estimates. Such 
an approach can be computationally intensive and time-
consuming, potentially not very practical. The aim of 
this study is to develop an approach to incorporate the 
uncertainty of the expected measures in the estimation of 
LLE when a sample from the general population is used 
for the estimation of expected measures. The approach is 
illustrated using data on breast and colon cancer in Swe-
den. The proposed method has the advantage of using 
existing Stata software.

The remainder of this paper is laid out as follow. 
“Background”  section describes an existing approach 
of estimation of  LEC and LLE when uncertainty in esti-
mates of the expected measures is ignored. “Estimation 
of  LEexp including uncertainty in the expected survival 
and mortality of the general population”, “Estimation of 
 LEC including uncertainty in the expected survival and 
mortality of the general population” and “Estimation 
of Var(LLE) including uncertainty in the expected sur-
vival and mortality of the general population”  sections 
describe how uncertainty of the expected measures can 
be incorporated in estimation of  LEexp,  LEC and LLE, 
respectively. In “Data and analysis”  section we present 
the data used in the analysis. “Results” section presents 
the results and compares estimates obtained when 
uncertainty in the expected measures is included with 
the estimates when uncertainty in the expected meas-
ures is ignored. Finally, “Discussion”  section discusses 
the proposed method.

Methods
Background
Life expectancy is a well-known concept quantifying the 
average number of years an individual is expected to live. 
For cancer patients, life expectancy  (LEC) quantifies the 
average number of life years remaining at diagnosis, while 
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the loss in life expectancy (LLE) is the average number of 
life years a cancer patient loses due to cancer. The LLE 
for cancer patients is estimated as the difference between 
the life expectancy cancer patients would have if they did 
not have cancer  LEexp and the life expectancy of cancer 
patients  LEC:

where LEexp(Z2) and LEC(Z) are calculated as the area 
under the corresponding survival curve, the survival 
cancer patients would have if they did not have cancer 
S∗(t|Z2) (also referred to as expected survival) and the 
observed (all-cause) survival for cancer patients S(t|Z), 
respectively:

Using these, the above equation for LLE becomes:

where t∗ is the maximum time when both survival 
curves, the expected survival S∗(t|Z2) and all-cause sur-
vival S(t|Z) are effectively zero. Z2 denotes a set of covari-
ates for the life expectancy of cancer patients if they did 
not have cancer while Z presents the covariates for the 
life expectancy of cancer patients at cancer diagnosis and 
includes Z2.

In practice, expected survival S∗(t|Z2) is assumed to 
be the same as the survival in the general population, 
obtained from the general population life tables strati-
fied by some sociodemographic covariates Z2 like age, 
gender and calendar year. The uncertainty in the esti-
mates of expected measures based on the entire general 
population, i.e. all people living in a country, region or 
the catchment area for the population-based cancer reg-
istry, is negligible with regards to the uncertainty in a 
much smaller cancer population and is, therefore, usually 
ignored [2].

Estimation of LEC(Z) most often requires extrapolation 
of S(t|Z) in the cancer cohort beyond the study period 

since follow-up until the death of all cancer patients, 
i.e. until the observed survival curve is effectively zero, 
is not feasible. For most cancer types this extrapolation 
has been shown to perform well in a relative survival 
framework [8]. Within the relative survival framework 

LLE(Z) = LEexp(Z2)− LEC(Z),

LEexp(Z2) =
t∗

0

S
∗(u|Z2)du

LEC(Z) =
t∗

0

S(u|Z)du

(1)LLE(Z) =

∫
t∗

0

S
∗(u|Z2)du−

∫
t∗

0

S(u|Z)du,

the all-cause mortality rate for cancer patients, h(t|Z), 
can be partitioned into the mortality rate due to cancer, 
and the mortality rate due to other causes. The mortal-
ity rate due to other causes is assumed to be the same as 
the mortality rate of an individual in the general popu-
lation, matched on age, sex, calendar year and possibly 
other covariates, and referred to as expected mortality, 
h∗(t|Z2) , and the mortality due to cancer is referred to 
as excess mortality �(t|Z1) , the mortality rate in excess 
to the expected mortality. Z1 presents covariates for the 
cancer-specific death and Z is the combination of Z1 and 
Z2 . Very often Z, Z1 and Z2 will be the same. The extrapo-
lation of the all-cause mortality is performed separately 
for the expected and excess mortality rates. On a survival 
scale, all-cause survival for cancer patients S(t|Z) is the 
product of expected survival S∗(t|Z2) and relative sur-
vival R(t|Z1):

The relative survival can be estimated from a flexible 
parametric relative survival model (FPRM) [9]. The log 
cumulative excess hazard ln [�(t|Z1)] within a FPRM is 
expressed as:

where t represents time since cancer diagnosis, 
s(ln(t)|γ1, k1) is a restricted cubic spline function of ln(t) 
used to estimate the baseline log cumulative excess haz-
ard [10], Z1 represents a vector of covariates for excess 
mortality. Model (3) is a proportional excess hazards 
model but time-dependent effects can be incorporated 
by including interactions between covariates and a spline 
function of log time [11]. The estimates of parameters 
( ̂β1 , γ̂1 ) from Model (3) are obtained using maximum 
likelihood, where the contribution of the i-th individual 
to the log-likelihood l can be written as:

where di is the death indicator.
We assume that h∗(t|Z2) and S∗(t|Z2) are known, i.e. 

measured without uncertainty. As they do not depend on 
the model parameters, S∗(t|Z2) can be dropped from the 
log-likelihood and l can be rewritten as:

Here, for each cancer patient, i, their expected mor-
tality rate, h∗(ti|Z2) , given covariates Z2 at the time of 
death due to any cause, ti , is assumed to be known, and 
most often obtained from life tables based on the entire 

(2)S(t|Z) = R(t|Z1) · S
∗(t|Z2)

(3)ln[�(t|Z1)] = s(ln(t)|γ1, k1)+ β1Z1,

li(β1 , γ1|ti ,Zi) = di ln[h
∗(ti|Z2i )+ �(ti|Z1i ,β1 , γ1)] + ln[S∗(ti|Z2i )]

+ ln[R(ti|Z1i ,β1 , γ1)],

(4)li(β1, γ1|ti,Zi) = di ln[h
∗(ti|Z2i)+ �(ti|Z1i ,β1, γ1)] + ln[R(ti|Z1i ,β1, γ1)]
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general population. We denote a variance-covariance 
matrix of β̂1 and γ̂1 as V1.

Using estimates from Model (3) and the relationship 
between the cumulative hazard function and survival 
function, R̂(t|Z1) can be obtained by

LLE can be estimated in the relative survival setting as

Since S∗(t|Z2) is treated as fixed, it does not contribute to 
the variance of LLE, i.e.:

which can be obtained using the delta method [12]. In 
this case, the uncertainty of the LLE solely comes from 
the uncertainty in excess mortality.

In situations, where there may be concerns about the 
extrapolation of survival curves, for example, for young 
cancer patients, or for long follow-up times, restricted 
mean survival times (RMST) can be obtained [13]. 
Expected restricted mean survival time  (RMSTexp), 
observed restricted mean survival time for cancer patients 
 (RMSTC) and the difference (loss) between restricted mean 
survival times (LRMST) for cancer patients are estimated 
within a predefined time window.

Estimation of  LEexp including uncertainty in the expected 
survival and mortality of the general population
It has been shown that the uncertainty in the expected 
survival should be taken into account when the estimates 
are based on a sample from the general population [2]. 
An example of such a sample can be comparators from a 
matched cohort study, where cancer patients are matched on 
age to comparators from the general population. By fitting 
a survival model to estimate mortality for the comparators, 
the predicted rates can be used as an alternative for h∗(t|Z2) , 
and the uncertainty of the estimates can be obtained.

(5)R̂(t|Z1) = exp
(
− exp(ln[�̂(t|Z1)])

)

(6)L̂LE(Z) =

∫
t∗

0

S
∗(u|Z2)du−

∫
t∗

0

R̂(u|Z1) · S
∗(u|Z2)du,

(7)

Var(L̂LE) = Var(L̂Eexp − L̂EC) = Var(L̂Eexp)+ Var(L̂EC)− 2 · COV (L̂Eexp, L̂EC)

= Var(L̂EC) = Var

[∫
t∗

0

R̂(u|Z1) · S
∗(u|Z2)du

]

= Var

[∫
t∗

0

exp(− exp(ln[�̂(u|Z1)])) · S
∗(u|Z2)du

]
,

We suggest using a flexible parametric survival model 
(FPM) [14] with attained age as a time-scale to estimate the 
mortality rate for the comparators:

where a is the attained age, Z2 is a vector of covariates for 
the expected survival, H(a|Z2) is the cumulative expected 
hazard, s(ln(a)|γ2, k2) is a restricted cubic spline func-
tion of ln(a) , used to estimate the baseline log cumulative 
hazard. Model (8) is a proportional hazards model but 
can easily be extended to non-proportional hazards by 
incorporating interactions between covariates and spline 
terms for ln(a).

Parameter estimates β̂2 and γ̂2 from Model (8) are 

obtained by maximum likelihood that incorporates the 
potential delayed entry (left-truncation) and can be writ-
ten as follows:

where a0i is the age at the beginning of the follow-up 
period for i-th individual.

Using the general relationship between cumulative 
hazard, hazard and survival, Ŝ∗(a) can be obtained by:

Then L̂Eexp(Z2) with attained age as time scale is esti-
mated as:

where t∗ is the maximum of follow-up time when every-
one is expected to have died and a0 is the age at matching 
(age at diagnosis for the corresponding matched cancer 
patient). We can rewrite Eq. (10) with time since diag-
nosis as time scale by taking into account that attained 
age is a function of time, i.e.: a = a0 + t . Then by putting 
u = u′ − a0 , we rewrite:

(8)ln[H(a|Z2)] = s(ln(a)|γ2, k2)+ β2Z2,

li(β2, γ2|a0i , ai,Z2i) = di ln[h
∗(ai|Z2i ,β2, γ2)] + ln[S∗(ai|Z2i ,β2, γ2)]

− ln[S∗(a0i |Z2i ,β2, γ2)],

(9)Ŝ∗(a|Z2) = exp
(
− exp(ln[Ĥ(a|Z2)])

)

(10)L̂Eexp(Z2) =

∫
a0+t∗

a0

Ŝ∗(u′|Z2)

Ŝ∗(a0|Z2)
du

′,
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The variance of L̂Eexp can be obtained using the delta 
method:

where V2 is the variance-covariance matrix for β̂2 and γ̂2 
from Model (8) and GE is a vector of the first derivatives 
of function  LEexp (Eq. (11)) with respect to each of the 
parameters β2 and γ2.

Estimation of  LEC including uncertainty in the expected 
survival and mortality of the general population
Recall, that LEC(Z) =

∫
t∗

0 R(u|Z1) · S
∗(u|Z2)du (Eq. (6)). 

By using the estimates of R̂(t|Z1) from Model (3) and 
the estimates of Ŝ∗(t|Z2) from Model (8), LEC(Z) can be 
written:

where �(t|Z1) is the cumulative excess mortality, while 
H(t + a0|Z2) is the cumulative expected mortality.

The relative survival R(t) is interpreted as net survival, i.e. 
survival from specific cancer in a hypothetical world where 
a cancer patient can die only from the cancer of interest 
if conditional independence assumption holds. In other 
words, conditional on covariates cancer-specific mortality 
and mortality due to other causes, are independent [15]. 
They are competing but mutually exclusive events. There-
fore, for implementation purposes to use existing Stata 
software, Model (13) can be specified in terms of a compet-
ing risks approach [16], where all-cause survival S(t) can be 
presented as:

Here, Crcancer(t) is the crude probability of death due to 
cancer, interpreted as the probability of dying from cancer 
by time t, while also being at risk of dying from other causes 
and Crother(t) is the crude probability of death due to other 
causes interpreted as the probability of dying due to other 
than the cancer of interest causes by time t, while at risk of 
the cancer death [17]. It should be noted that the notation 
crude probability of death is used in the relative survival 

(11)L̂Eexp(Z2) =

∫
a0+t∗

a0

Ŝ∗(u′|Z2)

Ŝ∗(a0|Z2)
du

′ =

∫
t∗

0

Ŝ∗(u+ a0|Z2, a0)du.

(12)Var(L̂Eexp) = G
T
E · V2 · GE

(13)
L̂EC(Z) =

∫
t∗

0

R̂(u|Z1) · Ŝ∗(u+ a0|Z2)du

=

∫
t∗

0

exp
(
− exp(ln[�̂(u|Z1)])

)
· exp

(
− exp(ln[Ĥ(u+ a0|Z2])

)
du,

S(t) = 1− (Crcancer(t)+ Crother(t))

framework, while it is also known as cumulative incidence 
function in competing risk terminology [18]. Crude proba-
bility of death due to cancer and crude probability of death 
due to other causes can be estimated as:

The life expectancy for cancer patients is then estimated 
as:

where t∗ is a pre-defined time point after cancer diagno-
sis when we expect all individuals to have died. This use 
of the competing risk approach (i.e. by re-writing  LEC 
with respect to Crs ) allows us to use the Stata command 
standsurv [19] to obtain L̂EC , its SE and a vector of the 
first partial derivatives for the function L̂EC with respect 
to each parameter from both models (3) and (8), i.e. with 

respect to vector (β1, γ1,β2, γ2)T . We denote this vector 
of the first partial derivatives GC.

Estimation of Var(LLE) including uncertainty 
in the expected survival and mortality of the general 
population
Recall, that loss in life expectancy is obtained as the differ-
ence between life expectancy for cancer patients and their 
life expectancy if they did not have cancer. Therefore, to get 
the variance of LLE, we need to know the variance of  LEexp, 
the variance of  LEC and their covariance (Eq. 7). Var(L̂Eexp) 
is obtained as shown in Eq. (12). Var(L̂EC) is obtained as 
described above.

To obtain Cov(L̂Eexp, L̂EC) , let G denote a matrix of 
observation-specific first derivatives for L̂Eexp and L̂EC 
with respect to each of parameters from both model (8) 
and model (3), i.e. with respect to (β1, γ1,β2, γ2)T:

Note that G∗

E
 is a vector of observation-specific first 

derivatives for L̂Eexp with respect to (β1, γ1,β2, γ2)T , i.e. G∗

E
 

includes GE , a vector of the first derivatives for L̂Eexp with 

Ĉrcancer(t|Z) =

∫
t
∗

0

Ŝ∗(u+ a0|Z2) · R̂(u|Z1) · �̂(u|Z1)du

Ĉrother(t|Z) =

∫
t∗

0

Ŝ∗(u+ a0|Z2) · R̂(u|Z1) · ĥ
∗(u|Z2)du

L̂EC(Z) =

∫
t∗

0

S(u|Z)du = t
∗ −

∫
t∗

0

(Ĉrcancer(u|Z)+ Ĉrother(u|Z))du,

G =

(
G

∗

E

GC

)
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respect to parameters ( β2, γ2 ) and a vector of 0s , a vector 
of the first derivatives for L̂Eexp with respect to parameters 
( β1, γ1 ) because models (8) and (3) do not have shared 
parameters.

Let V  denote a combination of two variance-covariance 
matrices V1 and V2 from models (3) and (8), respectively:

Note that 0 s in V  convey that models (3) and (8) do not 
have shared parameters.

And let � be a result of matrix multiplication:

where � can be rewritten:

The estimates from Matrix (15) are used to calculate 
Var(L̂LE).

Marginal estimates including uncertainty in the expected 
survival and mortality of the general population
For population-based cancer studies, it is common to 
estimate marginal measures to summarise survival in the 
cancer population. The appealing feature of the marginal 
estimates is that they have a simple interpretation even 
though the underlying models are complex, and provide 
estimates on the population level [20]. To obtain mar-
ginal estimates of  LEexp,  LEC and LLE we use regression 
standardisation. For all individuals in the cancer popu-
lation, we predict  LEexp,  LEC and LLE and average them 
by taking the mean for the N individuals in the cancer 
cohort [21]:

where L̂Eexpi(Z2i) , L̂LEi(Zi) and L̂ECi
(Zi) are the pre-

dicted estimates for individual i from the cancer cohort. 
The variance of marginal LLE is obtained in the same way 
as described above.

A more detailed description of the calculation of the 
variance of LLE can be found in Supplementary file 7 and 

V =

(
V2 0

0 V1

)

(14)� = G
T · V · G,

(15)� =




σ 2

L̂Eexp
σ
L̂Eexp,�LEC

σ�LEC ,L̂Eexp σ 2
�LEC


.

L̂Eexpm =
1

N

N∑

i=1

L̂Eexpi(Z2i)

L̂ECm
=

1

N

N∑

i=1

L̂ECi
(Zi)

L̂LEm =
1

N

N∑

i=1

L̂LEi(Zi),

an example Stata code is provided in Supplementary files 
5 and 6.

Data and analysis
Data
In this study, we used Breast Cancer Data Base Sweden 
(BcBase2), a Swedish Quality breast cancer database, 
which includes information on women diagnosed with 
breast cancer in the health care regions of Central Swe-
den (Uppsala-Örebro), Stockholm-Gotland and North-
ern Sweden. The data set also includes age-matched 
controls without breast cancer at matching. To inves-
tigate whether including uncertainty in the prediction 
of LLE would differ for different cancer types, we also 
used data from the Swedish Cancer Registry to iden-
tify women diagnosed with colon cancer in the Central, 
Stockholm-Gotland and Northern regions of Sweden.

Only women diagnosed with invasive breast can-
cer were included in the breast cancer cohort. In both 
cohorts we identified women diagnosed at age 50 or older 
in the years 1992 to 2003 in the same regions. The breast 
cancer patients were followed from the date of diagnosis 
until death, the date of censoring due to first emigration 
or the end of follow-up (December 31st 2014); whichever 
occurred first but for a maximum of 15 years. In total, 
25,927 breast cancer patients were included in this study. 
The colon cancer patients were followed from the date of 
diagnosis until death or the end of follow-up (December 
31st 2017); whichever occurred first but for a maximum 
of 15 years. In total, 9,114 colon cancer patients were 
included.

This study was approved by the Swedish Ethical Review 
Authority. Informed consent from study subjects was not 
required for the current study. This study was carried 
out in accordance with the Declaration of Helsinki, and 
all methods were carried out in accordance with relevant 
guidelines and regulations in Sweden.

Analysis
To imitate the situation, when life tables based on the 
entire general population are unavailable, and only a 
small sample is at hand, a random sample of 5,000 indi-
viduals was drawn from the matched comparators 
included in BcBase2. The choice of this sample size was 
justified by findings from a previous study [2]. There it 
was shown that when using the entire general population 
(i.e., the catchment area for the population-based cancer 
registry) or a sufficiently large part of the general popu-
lation to estimate expected mortality and expected sur-
vival, uncertainty in estimates of the expected values was 
fairly negligible. However, when estimating expected val-
ues based on the general population reduced to 0.5% of 
its original size, which is approximately 5,000 individuals 
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for the breast cancer cohort, accounting for uncertainty 
in these estimates became necessary. While the sample 
was drawn from matched comparators for the breast can-
cer patients, it can also be employed to estimate age- and 
calendar year-specific expected mortality rates for colon 
cancer patients, assuming no other influential factors on 
expected mortality rates for the cancer patients.

A FPM as described in Eq. (8) was fitted, where the 
baseline log cumulative hazard was modelled smoothly 
using restricted cubic splines with 5 degrees of freedom 
(df ). The calendar year of matching (i.e. the year of diag-
nosis for the breast cancer patient) was included in the 
model as a continuous covariate using restricted cubic 
splines with 3 df- and we allowed for time-varying effect 
by including interactions between calendar year and 
attained age (using splines with 2 df for both).

To obtain estimates of RS for breast cancer and colon 
cancer patients FPRMs were used, as shown in Eq. (3). 
The baseline log cumulative excess hazard was modelled 
smoothly using restricted cubic splines with 5 df. Age at 
diagnosis was included as a continuous variable using 
restricted cubic splines with 3 df and we allowed for 
time-varying effect by including interactions between age 
and log time (using splines with 2 df and 3 df for age and 
log time, respectively). The expected mortality rates h∗(t) 
for each cancer patient at the time of death due to any 
cause are required as shown in Eq. (4). These expected 
mortality rates h∗(t) for each age and calendar year were 
obtained by fitting a Poisson model to the comparators 
adjusting for attained age and attained year. Predicted 
mortality rates from this Poisson model were used in the 
likelihood (4) and assumed to be fixed.

LEC,  LEexp and LLE by age and year at diagnosis as well 
as their marginal estimates were obtained with the sug-
gested approach, where the uncertainty in the expected 
mortality rates was included in the estimation of  LEexp, 
 LEC and LLE as described above. We refer to it as mod-
elled w.u. The estimates obtained with this approach were 
then compared with the approach, where expected mor-
tality and expected survival are obtained as predictions 
from the model (8) but the uncertainty from ĥ∗(t) and 
Ŝ∗(t) is not incorporated. This approach is denoted as 
modelled w/o u. For illustrative purposes only, estimates 
of  LEC,  LEexp and LLE obtained with a conventional 
approach (standard) were also included. In the conven-
tional approach, the life tables of the whole population in 
Sweden stratified by age, sex and calendar year [22] were 
used in the estimation of RS and LLE and any uncertainty 
in the expected measures was ignored.

As a complement to the above-mentioned estimates, 
conditional and marginal estimates of 15-year restricted 
mean survival times for both the cancer population and 

controls and their standard errors were obtained with the 
same three approaches. 15-year restricted survival time 
for the cancer population  (RMSTC) quantifies the aver-
age life expectancy for cancer patients within the first 15 
years since diagnosis.

Measure of comparison
To compare SEs obtained with the two modelling 
approaches with and without uncertainty in the expected 
measures, we estimated the relative % precision (RP):

RP is defined as the percentage disparity in precision 
when comparing the outcomes of these two modelling 
approaches. For instance, a RP of 100 % implies that the 
variance obtained through the modelling approach that 
incorporates uncertainty is twice as big as the variance 
obtained through the modelling approach that does not 
include uncertainty.

All analyses were performed with the publicly available 
Stata software packages stpm2 and standsurv [9, 19], 
and all analysis were performed in Stata 17 [23].

Results
The Point Estimates (PE) of LLE,  LEC and  LEexp by 
selected ages at diagnosis (55, 65, 75, 85) and selected 
years at diagnosis (1992, 1997 and 2002) obtained with 
the approaches outlined in (“Analysis”)  section are pre-
sented in Supplementary Table  1 for breast cancer and 
Supplementary Table  2 for colon cancer. Even though 
the model for excess mortality does not include year of 
diagnosis, the  LEexp,  LEC and LLE vary over calendar year 
since expected mortality differs across calendar year. The 
Standard Errors (SE) and 95% Confidence Intervals (CIs) 
for each of the estimates are also shown as well as Rela-
tive % Precision (RP), comparing modelling approaches.

Graphical comparisons of the two approaches are pre-
sented in Fig. 1. SEs of LLE and  LEC obtained with mod-
elled approach w.u. were larger than SEs of LLE and  LEC 
obtained with modelled approach w/o u. The results were 
consistent across cancer type, age and year at diagnosis. 
RP for  LEC and LLE generally increased with age. For 
example, the RP of LLE for females aged 55 years diag-
nosed with breast cancer in 2002 was approximately 
21% while it was approximately 73% for females aged 85 
years diagnosed in the same year. For females diagnosed 
with colon cancer, RPs of  LEC were approximately 8% 
and 112% for patients aged 55 and 85 years, respectively, 
diagnosed in 2002.

RP = 100 ·

((
SEmodelled w.u.

SEmodelled w/o u.

)2

− 1

)
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It is noticeable that RP for  LEC was higher for breast 
cancer patients than for colon cancer patients. For 
instance, RP of  LEC for a 65-year-old female diagnosed 
in 2002 was approximately 166% and 28% for breast and 
colon cancer, respectively. RPs of LLE were similar for 
younger patients diagnosed with breast or colon can-
cer. However, for elderly women diagnosed with breast 
cancer, RP was smaller than for elderly women diag-
nosed with colon cancer. For instance, the RP of LLE 
of a 75-year-old woman diagnosed with breast cancer 
in 1997 was approximately 46% and for a 75-year-old 
woman diagnosed with colon cancer in 1997, the RP of 
LLE was 63%.

Values of RP of  LEC were much higher than values of 
RP for LLE for women diagnosed with breast cancer 
across all ages and calendar years. For example, the RP 
of  LEC and LLE for females aged 55 years diagnosed with 
breast cancer in 2002 was approximately 92% and 21%, 
respectively. For women diagnosed with colon cancer, RP 
of LLE and RP of  LEC were very similar. In particular, the 
RP of  LEC and LLE for females aged 55 years diagnosed 
with colon cancer in 2002 was approximately 8% and 9%, 
respectively.

Similar patterns to the estimates of  LEexp,  LEC and LLE 
presented in Supplementary Tables 1, 2 and Fig. 1 could 
be seen for estimates of 15-year RMST in Supplementary 

Fig. 1 Relative (%) precision (RP) comparing the modelling approaches, where uncertainty in the expected mortality rates used to estimate 
expected life expectancy,  LEexp, life expectancy for cancer patients,  LEC, and loss in life expectancy due to cancer, LLE, is 1) taken into account and 2) 
ignored. Results are presented for women, aged 55, 65, 75 and 85 years at breast or colon cancer diagnosis in 1992, 1997 and 2002. The above graph 
(a) presents RP of  LEC and the below graph (b) depicts RP of LLE
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Table  3 for breast cancer, Supplementary Table  4 for 
colon cancer and Fig.  2. The increase in RP of 15-year 
loss in RMST and 15-year  RMSTC was seen across all 
ages. Also, RP of 15-year  RMSTC was higher for breast 
cancer patients than for colon cancer patients.

Figures  3 and 4 present 95% CIs of LLE and  LEC for 
modelling approaches with and without including uncer-
tainty in the expected mortality for breast and colon can-
cer by selected ages at diagnosis (55, 65, 75 and 85 years) 
and selected years at diagnosis (1992, 1997 and 2002).

Point estimates, standard errors, 95% confidence 
intervals and relative % precision for marginal LLE,  LEC 
and loss in 15-year RMST for breast and colon cancers 
obtained with the modelling approaches are illustrated 
in Table  1. An increase in SE of all estimates obtained 
with modelled w.u. compared to SE obtained with mod-
elled w/o u. was seen. For colon cancer, the RP of  LEC was 
almost the same as the RP of LLE, around 50%. In con-
trast, for breast cancer, the RP for  LEC (179%) was almost 
5 times bigger than the RP of LLE (34%).

Fig. 2 Relative (%) precision (RP) comparing the modelling approaches, where uncertainty in the expected mortality rates used to estimate 
expected 15‑year restricted mean survival time,  RMSTexp, 15‑year restricted mean survival time for cancer patients,  RMSTC, and 15‑year loss 
in restricted mean survival time, LRMST, is 1) taken into account and 2) ignored. Results are presented for women, aged 55, 65, 75 and 85 years 
at breast or colon cancer diagnosis in 1992, 1997 and 2002. The above graph (a) presents RP of 15‑year  RMSTC and the below graph (b) depicts RP 
of 15‑year LRMST
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Discussion
The main purpose of this paper is to propose an approach 
for including the uncertainty of the expected mortality 
rates in the estimation of life years remaining since diag-
nosis  (LEC) and loss in life expectancy (LLE) for cancer 
patients in a situation when life tables based on the entire 
general population are unavailable, and instead, a sample 
from the general population is utilised.

Aiming to validate the necessity of the suggested 
approach, we illustrated that standard errors (SE) of 
 LEC and LLE obtained with the suggested approach 
were larger than SE of  LEC and LLE, obtained with the 
assumption of known (fixed) mortality rates from the 
general population.

For younger patients diagnosed with cancer, cancer-
specific mortality usually prevails over other-cause 

mortality; thus, the variance in the expected mortality 
rates might become negligible. However, cancer patients 
tend to be old, and there will be competing causes of 
death other than cancer. In such a case, ignoring the 
population component can lead to a substantial underes-
timation of the variances of  LEC and LLE, and thus, much 
narrower confidence intervals. In this study, the variance 
of LLE  (LEC), for instance, for females diagnosed with 
breast cancer at 65 and 85 years old in 2002 obtained 
with the suggested approach were 40% (166%) and 73% 
(215%), respectively, larger than variance of LLE  (LEC) 
obtained with the approach without including uncer-
tainty in the expected measures.

For different cancer types, other-cause mortality can 
prevail over cancer-specific mortality at different times 
since diagnosis. In this study, we have presented esti-
mates of the variance of  LEC and LLE for colon and breast 

Fig. 3 95% confidence intervals of life expectancy  LEC (graph (a)) and loss in life expectancy LLE (graph (b)) for cancer patients from two modelling 
approaches: 1) when including uncertainty in the expected mortality rates in the estimation (modelled w.u.), and 2) when ignoring uncertainty 
in the expected mortality rates in the estimation (modelled w/o u.). Results are presented for women, aged 55, 65, 75 and 85 years at breast cancer 
or colon cancer diagnosis in 1992, 1997 and 2002
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cancer. Colon cancer is characterised by higher excess 
mortality than breast cancer, where longer survival is 
more common. The variance for  LEC, for example, for 
females diagnosed at 55 years old in 2002 with breast and 
colon cancer were 92% and 8%, respectively, larger com-
pared to the variance obtained with the approach when 
variation in the expected measures was ignored .

The estimation of LLE includes uncertainty in the 
expected mortality rates in the estimation of both  LEexp 
and  LEC. This will influence the extent of the underes-
timation of the variance of LLE. We can expect more 
severe underestimation for  LEC than LLE. The marginal 

estimates of the variances of LLE  (LEC) showed larger 
differences. Variances of marginal LLE  (LEC) for females 
diagnosed with breast and colon cancer obtained with 
the modelling approach including uncertainty in the 
expected measures were 34% (179%) and 58% (50%) 
larger, respectively, than variances of marginal LLE  (LEC) 
obtained with the modelling approach ignoring uncer-
tainty in the expected measures.

We have provided an approach to include uncertainty 
of the expected mortality rates in the estimation of  LEexp, 
 LEC and LLE. The question of the variance of non-para-
metric LLE has been discussed in a previous paper [24]. 

Fig. 4 95% confidence intervals of observed 15‑year restricted mean survival time, 15‑year  RMSTC (graph (a)) and loss in 15‑year restricted 
mean survival time, 15‑year LRMST (graph (b)) from two modelling approaches: 1) when including uncertainty in the expected mortality rates 
in the estimation (modelled w.u.), and 2) when ignoring uncertainty in the expected mortality rates in the estimation (modelled w/o u.). Results are 
presented for women, aged 55, 65, 75 and 85 years at breast cancer or colon cancer diagnosis in 1992, 1997 and 2002
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However, a bootstrap approach was suggested for esti-
mating the variance, which can be a time-consuming 
with big data sets and especially for marginal meas-
ures. In this paper, we used flexible parametric relative 
survival models to obtain the variances of the expected 
life expectancy for cancer patients if they did not have 
cancer,  LEexp, life expectancy for cancer patients,  LEC, 
and the loss in life expectancy, LLE, for cancer patients 
in comparison with the general population. Another 
advantage of the suggested approach is the usage of 
existing Stata software and an example of Stata code is 
included. This makes it easy to implement the approach 
in various research projects. However, it is essential to 
acknowledge that the suggested approach has a limita-
tion as it does not consider the variation of expected 
mortality rates when estimating relative survival. This 
can be a possible extension of the suggested approach. 
This study exclusively focused on conducting an empiri-
cal assessment of the suggested approach. However, a 
comprehensive simulation study could offer additional 
insights into the new approach’s performance across var-
ious scenarios.

There are also other issues in our work which were 
not explored here, but which could be of possible inter-
est. In this study we utilised comparators for cancer 
patients to estimate expected values for cancer patients 
if they did not have cancer. In cases where a comparable 

sample is unavailable, the modelling process can be 
used by directly adjusting the available background 
population, as discussed in previous research [25–27]. 
Nevertheless, although those proposed models are 
valuable in addressing non-comparability bias, they do 
not account for potential variability in expected mor-
tality rates. For example, Touraine et al. [26] proposed 
a model, which becomes unstable by allowing the 
background mortality to change, even though, it was 
observed that model estimates’ variability increased 
with the inclusion of corrective parameters. Addition-
ally, the model featuring a random effect, as proposed 
by Rubio et al. [25], is not recommended for data sets 
with fewer than 5,000 observations or with a censor-
ing rate exceeding 50%. To address these limitations, 
further research is necessary to incorporate a possible 
uncertainty in the estimates of the expected measures 
in these models.

In conclusion, by accounting for the uncertainty of 
expected mortality rates, the proposed method ensures 
accurate estimates of the variance of  LEC and LLE for 
cancer patients when a sample from the general popu-
lation is used. This is particularly valuable for older 
patients and cancer types with longer survival time, 
where underestimation of the variance can be substan-
tial when the entire general population data are not 
accessible.

Table 1 Point estimates (PE) of marginal loss in life expectancy (LLE), life expectancy  (LEC) and expected life expectancy  (LEexp) for 
cancer patients together with PE of marginal loss in 15‑year restricted mean survival times (LRMST), observed 15‑year restricted 
mean survival time  (RMSTC) and expected 15‑year restricted mean survival time  (RMSTexp) for cancer patients, with standard errors 
(SE), relative % precision (RP), lower (LCI) and upper (UCI) 95% confidence intervals. RP illustrates the comparison of the modelling 
approaches. All the estimates are measured in years

Approach PE SE RP(%) LCI UCI PE SE RP(%) PE SE

Loss in Life Expectancy (LLE) Life Expectancy for cancer patients  (LEC) Expected Life 
Expectancy  (LEexp)

breast cancer
modelled w/o u 3.94 0.082 3.78 4.10 16.22 0.082 20.16

modelled w.u. 3.94 0.095 34.14 3.75 4.13 16.22 0.137 178.83 20.16 0.157

colon cancer
modelled w/o u 6.36 0.091 6.18 6.54 8.02 0.091 14.38

modelled w.u. 6.36 0.114 57.88 6.14 6.58 8.02 0.111 50.47 14.38 0.134

Loss in 15‑year restricted mean survival time 
(LRMST)

Observed 15‑year  RMSTC Expected 15‑year 
 RMSTexp

breast cancer
modelled w/o u 1.70 0.028 1.64 1.75 10.67 0.028 12.36

modelled w.u. 1.70 0.030 11.18 1.64 1.75 10.67 0.043 135.75 12.36 0.042

colon cancer
modelled w/o u 4.36 0.058 4.24 4.47 6.23 0.058 10.59

modelled w.u. 4.36 0.065 25.85 4.23 4.48 6.23 0.066 29.96 10.59 0.061



Page 13 of 14Leontyeva et al. BMC Medical Research Methodology          (2023) 23:291  

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s12874‑ 023‑ 02118‑w.

Additional file 1. 

Additional file 2. 

Additional file 3. 

Additional file 4. 

Additional file 5. 

Additional file 6. 

Additional file 7. 

Acknowledgements
The authors thank two referees for valuable comments, which have contributed 
to the overall improvement of the paper.

Authors’ contributions
Y.L., T.M‑L.A, and P.C.L. contributed to the conception of the work. Y.L. and T.M‑
L.A. implemented the methods, conducted the data analysis. Y.L. and T.M‑L.A 
wrote the original draft. P.C.L., H.B. and M.L. reviewed and edited the draft. 
All authors interpreted the findings, made critical revision of the article and 
approved the final manuscript to be published.

Funding
Open access funding provided by Karolinska Institute. This work was funded 
via the Swedish Cancer Society (Cancerfonden) (grant numbers: 19 0102 Pj, 22 
2126 Pj, 2018/744, 2021/1890), the Swedish Research Council (Vetenskapsrå‑
det) (grant numbers: 2019‑01965, 2019‑00227, 2017‑01591, 2021‑01875).
 The funding bodies played no role in the design of the study and collection, 
analysis, and interpretation of data and in writing the manuscript.

Availability of data and materials
The data used for this study may not, according to the ethical permission 
granted for its use, be shared by the authors to a third party. It is accessible by 
application to the Swedish authorities (The Swedish Cancer Registry).

Declarations

Ethics approval and consent to participate
The study was conducted in accordance with the Declaration of Helsinki, and 
data management was handled according to Swedish law and regulations. 
This study was approved by the Swedish Ethical Review Authority (2017/641‑
31/1 with extensions 2019‑01913, 2020‑06544, 2021‑02472, 2022‑03049; 
2006/914‑31/3 with extensions 2008/1469‑32, 2009/634‑32, 2010/1928‑32; 
2013/1272‑31/4). The requirement for informed consent was waived by the 
Ethics Committee of the Swedish Ethical Review Authority because of the 
retrospective nature of the study.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Received: 3 July 2023   Accepted: 1 December 2023

References
 1. Dickman PW, Coviello E. Estimating and modeling relative survival. Stata 

J. 2015;15(1):186–215. https:// doi. org/ 10. 1177/ 15368 67X15 01500 112.
 2. Leontyeva Y, Bower H, Gauffin O, Lambert PC, Andersson TML. Assess‑

ing the impact of including variation in general population mortality 

on standard errors of relative survival and loss in life expectancy. 
BMC Med Res Methodol. 2022;22(1):130. https:// doi. org/ 10. 1186/ 
s12874‑ 022‑ 01597‑7.

 3. Dickman PW, Auvinen A, Voutilainen ET, Hakulinen T. Measuring social 
class differences in cancer patient survival: is it necessary to control for 
social class differences in general population mortality? A Finnish popu‑
lation‑based study. J Epidemiol Community Health. 1998;52(11):727–34. 
https:// doi. org/ 10. 1136/ jech. 52. 11. 727.

 4. Blakely T, Soeberg M, Carter K, Costilla R, Atkinson J, Sarfati D. Bias in rela‑
tive survival methods when using incorrect life‑tables: lung and bladder 
cancer by smoking status and ethnicity in New Zealand. Int J Cancer. 
2012;131(6):E974–82. https:// doi. org/ 10. 1002/ ijc. 27531.

 5. Ellis L, Coleman MP, Rachet B. The impact of life tables adjusted for smok‑
ing on the socio‑economic difference in net survival for laryngeal and 
lung cancer. Br J Cancer. 2014;111(1):195–202. https:// doi. org/ 10. 1038/ 
bjc. 2014. 217.

 6. Mariotto AB, Wang Z, Klabunde CN, Cho H, Das B, Feuer EJ. Life tables 
adjusted for comorbidity more accurately estimate noncancer survival for 
recently diagnosed cancer patients. J Clin Epidemiol. 2013;66(12):1376–
85. https:// doi. org/ 10. 1016/j. jclin epi. 2013. 07. 002.

 7. Stroup AM, Cho H, Scoppa SM, Weir HK, Mariotto AB. The impact of 
state‑specific life tables on relative survival. J Natl Cancer Inst Monogr. 
2014;2014(49):218–27. https:// doi. org/ 10. 1093/ jncim onogr aphs/ lgu017.

 8. Andersson TML, Dickman PW, Eloranta S, Lambe M, Lambert PC. Estimat‑
ing the loss in expectation of life due to cancer using flexible parametric 
survival models. Stat Med. 2013;32(30). https:// doi. org/ 10. 1002/ sim. 5943.

 9. Lambert PC, Royston P. Further development of flexible parametric mod‑
els for survival analysis. Stata J Promot Commun Stat Stata. 2009;9(2):265–
90. https:// doi. org/ 10. 1177/ 15368 67X09 00900 206.

 10. Durrleman S, Simon R. Flexible regression models with cubic splines. Stat 
Med. 1989;8(5):551–61. https:// doi. org/ 10. 1002/ sim. 47800 80504.

 11. Nelson CP, Lambert PC, Squire IB, Jones DR. Flexible parametric models 
for relative survival, with application in coronary heart disease. Stat Med. 
2007;26(30):5486–98. https:// doi. org/ 10. 1002/ sim. 3064.

 12. Hosmer DW, Lemeshow S, May S. Applied Survival Analysis: Regression 
Modeling of Time‑to‑Event Data. John Wiley & Sons, Inc.; 2008. https:// 
doi. org/ 10. 1002/ 97804 70258 019.

 13. Andersen PK. Life years lost among patients with a given disease. Stat 
Med. 2017;36(22):3573–82. https:// doi. org/ 10. 1002/ sim. 7357.

 14. Royston P, Parmar M. Flexible parametric proportional‑hazards and 
proportional‑odds models for censored survival data, with application 
to prognostic modelling and estimation of treatment effects. Stat Med. 
2002;21(15):2175–97. https:// doi. org/ 10. 1002/ sim. 1203.

 15. Perme MP, Stare J, Esteve J. On estimation in relative survival. Biometrics. 
2012;68(1):113–20. https:// doi. org/ 10. 1111/j. 1541‑ 0420. 2011. 01640.x.

 16. Cronin KA, Feuer EJ. Cumulative cause‑specific mortality for cancer 
patients in the presence of other causes: a crude analogue of relative 
survival. Stat Med. 2000;19(13):1729–40. https:// doi. org/ 10. 1002/ 1097‑ 
0258(20000 715) 19: 13% 3c172 9:: aid‑ sim484% 3e3.0. co;2‑9.

 17. Lambert PC, Dickman PW, Nelson CP, Royston P. Estimating the crude 
probability of death due to cancer and other causes using relative survival 
models. Stat Med. 2010;29(7–8):885–95. https:// doi. org/ 10. 1002/ sim. 3762.

 18. Hinchliffe SR, Lambert PC. Flexible parametric modelling of cause‑specific 
hazards to estimate cumulative incidence functions. BMC Med Res Meth‑
odol. 2013;13:13. https:// doi. org/ 10. 1186/ 1471‑ 2288‑ 13‑ 13.

 19. Lambert PC. Standsurv. https:// pclam bert. net/ softw are/ stand 
surv/. Accessed Mar 2023.

 20. Sjolander A. Regression standardization with the R package stdReg. Eur J 
Epidemiol. 2016;31(6):563–74. https:// doi. org/ 10. 1007/ s10654‑ 016‑ 0157‑3.

 21. Syriopoulou E, Rutherford MJ, Lambert PC. Marginal measures and 
causal effects using the relative survival framework. Int J Epidemiol. 
2020;49(2):619–28. https:// doi. org/ 10. 1093/ ije/ dyz268.

 22. HMD. Human Mortality Database. University of California, Berkeley (USA), 
and Max Planck Institute for Demographic Research (Germany); 2021. 
http:// www. morta lity. org. Accessed Jan 2023.

 23. StataCorp. Stata Statistical Software: Release 17. College Station: Stata‑
Corp LLC; 2021.

 24. Manevski D, Ružić Gorenjec N, Andersen PK, Pohar Perme M. Expected life 
years compared to the general population. Biom J. 2023;65(4). https:// doi. 
org/ 10. 1002/ bimj. 20220 0070.

https://doi.org/10.1186/s12874-023-02118-w
https://doi.org/10.1186/s12874-023-02118-w
https://doi.org/10.1177/1536867X1501500112
https://doi.org/10.1186/s12874-022-01597-7
https://doi.org/10.1186/s12874-022-01597-7
https://doi.org/10.1136/jech.52.11.727
https://doi.org/10.1002/ijc.27531
https://doi.org/10.1038/bjc.2014.217
https://doi.org/10.1038/bjc.2014.217
https://doi.org/10.1016/j.jclinepi.2013.07.002
https://doi.org/10.1093/jncimonographs/lgu017
https://doi.org/10.1002/sim.5943
https://doi.org/10.1177/1536867X0900900206
https://doi.org/10.1002/sim.4780080504
https://doi.org/10.1002/sim.3064
https://doi.org/10.1002/9780470258019
https://doi.org/10.1002/9780470258019
https://doi.org/10.1002/sim.7357
https://doi.org/10.1002/sim.1203
https://doi.org/10.1111/j.1541-0420.2011.01640.x
https://doi.org/10.1002/1097-0258(20000715)19:13%3c1729::aid-sim484%3e3.0.co;2-9
https://doi.org/10.1002/1097-0258(20000715)19:13%3c1729::aid-sim484%3e3.0.co;2-9
https://doi.org/10.1002/sim.3762
https://doi.org/10.1186/1471-2288-13-13
https://pclambert.net/software/standsurv/
https://pclambert.net/software/standsurv/
https://doi.org/10.1007/s10654-016-0157-3
https://doi.org/10.1093/ije/dyz268
http://www.mortality.org
https://doi.org/10.1002/bimj.202200070
https://doi.org/10.1002/bimj.202200070


Page 14 of 14Leontyeva et al. BMC Medical Research Methodology          (2023) 23:291 

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 25. Rubio FJ, Rachet B, Giorgi R, Maringe C, Belot A. On models for the estima‑
tion of the excess mortality hazard in case of insufficiently stratified life 
tables. Biostatistics. 2021;22(1):51–67. https:// doi. org/ 10. 1093/ biost atist 
ics/ kxz017.

 26. Touraine C, Grafféo N, Giorgi R, group Cws. More accurate cancer‑related 
excess mortality through correcting background mortality for extra vari‑
ables. Stat Methods Med Res. 2020;29(1):122–36. https:// doi. org/ 10. 1177/ 
09622 80218 823234.

 27. Goungounga JA, Grafféo N, Charvat H, Giorgi R. Correcting for 
heterogeneity and non‑comparability bias in multicenter clinical 
trials with a rescaled random‑effect excess hazard model. Biom J. 
2023;65(4):e2100210. https:// doi. org/ 10. 1002/ bimj. 20210 0210.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

https://doi.org/10.1093/biostatistics/kxz017
https://doi.org/10.1093/biostatistics/kxz017
https://doi.org/10.1177/0962280218823234
https://doi.org/10.1177/0962280218823234
https://doi.org/10.1002/bimj.202100210

	Including uncertainty of the expected mortality rates in the prediction of loss in life expectancy
	Abstract 
	Purpose 
	Methods 
	Results 
	Conclusion 

	Introduction
	Methods
	Background
	Estimation of LEexp including uncertainty in the expected survival and mortality of the general population
	Estimation of LEC including uncertainty in the expected survival and mortality of the general population
	Estimation of Var(LLE) including uncertainty in the expected survival and mortality of the general population
	Marginal estimates including uncertainty in the expected survival and mortality of the general population

	Data and analysis
	Data
	Analysis
	Measure of comparison

	Results
	Discussion
	Anchor 20
	Acknowledgements
	References


