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Abstract 

Background The timing of treating cancer patients is an essential factor in the efficacy of treatment. So, patients who 
will not respond to current therapy should receive a different treatment as early as possible. Machine learning models 
can be built to classify responders and nonresponders. Such classification models predict the probability of a patient 
being a responder. Most methods use a probability threshold of 0.5 to convert the probabilities into binary group 
membership. However, the cutoff of 0.5 is not always the optimal choice.

Methods In this study, we propose a novel data-driven approach to select a better cutoff value based on the optimal 
cross-validation technique. To illustrate our novel method, we applied it to three clinical trial datasets of small-cell 
lung cancer patients. We used two different datasets to build a scoring system to segment patients. Then the models 
were applied to segment patients into the test data.

Results We found that, in test data, the predicted responders and non-responders had significantly different long-
term survival outcomes. Our proposed novel method segments patients better than the standard approach using 
a cutoff of 0.5. Comparing clinical outcomes of responders versus non-responders, our novel method had a p-value 
of 0.009 with a hazard ratio of 0.668 for grouping patients using the Cox proportion hazard model and a p-value 
of 0.011 using the accelerated failure time model which approved a significant difference between respond-
ers and non-responders. In contrast, the standard approach had a p-value of 0.194 with a hazard ratio of 0.823 
using the Cox proportion hazard model and a p-value of 0.240 using the accelerated failure time model indicating 
the responders and non-responders do not differ significantly in survival.

Conclusion In summary, our novel prediction method can successfully segment new patients into responders 
and non-responders. Clinicians can use our prediction to decide if a patient should receive a different treatment 
or stay with the current treatment.

Keywords Best overall response, Clinical trials, Cross-validation, Overall survival

Background
Small Cell Lung Cancer (SCLC) represents 15% of 
all lung cancers and is known for its highly invasive 
capacity and early metastatic behavior [1]. Treatments 
for SCLC have changed very little in the past 20 years 
compared to other types of lung cancer [2]. Nearly 
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two-thirds of patients with SCLC have an extensive-
stage disease at diagnosis, which is associated with 
poor prognosis and a 5-year survival rate of 7% [3, 4]. 
Different treatment methods are used to treat almost 
all patients with advanced SCLC; however, identify-
ing robust predictive biomarkers remains challenging. 
Unsatisfactory predictive accuracy has restricted real-
world clinical practice [5].

In oncology, several clinical endpoints have been con-
sidered for assessing treatment efficacy [6, 7]. The pri-
mary endpoint is investigator-assessed Progression-Free 
Survival (PFS) measured from the date of randomization 
to the date of objective disease progression or death from 
any cause, whichever has occurred earlier. The second-
ary endpoint is Overall Survival (OS). OS is defined as 
the time from randomization to the date of death (any 
cause) or to the date of last patient contact (censor-
ing date). Indeed, time-to-event outcomes are used in 
medical research since they offer more information than 
simply whether an event occurred. To handle these out-
comes, as well as censored observations in which the 
event is not observed during follow-up, survival analysis 
methods should be used [8]. OS is recognized as the gold 
standard for assessing treatment efficacy in the Rand-
omized Controlled Trials (RCTs) of anticancer therapies 
[9–11]. OS as the primary endpoint can be challenging 
because it necessitates a huge sample size, long follow-
up times, and a growing line of therapies that may detect 
the results [12]. Other secondary endpoints are Over-
all Response Rate (ORR), percentage of patients with 
Complete Response (CR), or Partial Response (PR) [13]. 
According to the previous study, the BOR was defined 
as a record of the best outcomes from the beginning of 
the study to the end of the treatment [5]. Considering the 
cost and duration required for clinical trials, segment-
ing patients into responders and non-responders at the 
early stages is vital. A probability threshold is often used 
to segment patients through machine learning methods. 
Besides, predictive model validation strategies are com-
mon in prediction, which includes (repeated) train/test 
data splits or re-sampling techniques such as CV [14]. 
Several aspects include the selection of variables, size of 
datasets, imbalanced data, and Cross-Validation (CV) 
technique, which can impact may impact the perfor-
mance of predictions.

It was a commonly accepted assumption that the meas-
ured performance of the predictive models using the vali-
dation set was an unbiased estimator of the performance 
of such models in general. However, multiple recent stud-
ies have revealed that this assumption does not always 
hold [15]. Westerhuis et al. [16] confirmed that the per-
formance measured by CV can be over-optimal. Har-
rington et al. [17] proved that a single split between the 

training and test set may provide an erroneous estima-
tion of model performance.

In addition, the results of previous studies show that, 
to have a stable estimation of model performance, a good 
balance between the training and the test set is essential. 
There is no clear evidence to suggest which CV technique 
would give the best results [15]. Several studies were 
carried out [18, 19] to predict OS derived from tumor 
growth dynamics and to consider a probability threshold 
of 0.5 to segment patients. In these studies, researchers 
did not focus on the method of CV that works on a spe-
cific clinical trial dataset. Indeed, many researchers did 
not notice the impact of an optimal CV technique on the 
accuracy of prediction results for finding a suitable cutoff 
value to segment the patients. Several studies applied the 
model based on one common CV technique used in simi-
lar studies.

Chang et  al. 2022 [20] evaluated disease prognosis 
among patients with diffuse large B-cell lymphoma using 
machine learning models with an iterated CV method 
[20]. In this study, 5-folds with 10-iterated were con-
ducted, which resulted in 50 testing results. This study 
did not mention the reason for selecting 5-folds with a 
10-iterated technique. In another study, [5], the SVM 
classification of somatic mutations based on 5-folds was 
applied to predict the BOR in patients with EGFR/ALK-
negative NSCLC treated with anti-PD-1. This study did 
not mention why the 5-fold CV was the best technique 
for their predictive model.

Overall, the gap exists in previous research to segment 
the patients into responders and non-responders with the 
best cutoff value to group patients. The popular method 
uses a probability threshold of 0.5 to convert the prob-
abilities into binary group membership. It is vital to get a 
more accurate cutoff that can be used for the segmenta-
tion of patients. Therefore, the motivation to undertake 
this study is to propose machine-learning methods for 
clinical trials to segment patients according to the best 
cutoff through the optimal CV technique.

Methods
This section describes the features of building the 
machine learning methods, details about the datasets, 
model diagram, and data analysis pipeline in this study.

Features
The features used to build the model were baseline 
characteristics, tumor assessments in the early stages, 
the BOR, and OS. The predictor variables comprised 
baseline weight, age, sex, race, and smoking status 
of each patient. Besides, the percentage of tumor size 
changes from baseline tumor size in the longest diam-
eters was computed for the fourth visit as the landmark 
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time point. The reason for considering the value of fea-
tures until the fourth visit was to propose the model for 
the segmentation of the patients in the early stages of 
treatment.

The BOR and OS of each patient were used in building 
the predictive models and segmenting the patients into 
responders and non-responders. The BOR, a response 

variable, was considered as the categories of PR and CR 
vs. SD and PD.

Datasets
The clinical trial databases were derived from the Project 
Data Sphere’s Data Sharing Platform (Fig.  1a). Project 
Data Sphere has successfully restored many datasets on 

Fig. 1 Model diagram schema. The process of the model diagram is shown in a different section. a presents the selection of the datasets 
from the Project Data Sphere’s Data Sharing Platform that contained all features for building the predictive models. b shows the data frames made 
by features in training datasets and then made a model to predict the BOR. c shows the method used to predict the BOR. In this method, two 
training datasets were considered, and test data was used to segment the patients. The novel method applied seven main CV techniques to explore 
the optimal CV techniques. d is the standard method that built the predictive models and used two training datasets. e identifies that in the 
standard method the best cutoff was collected from the optimal CV techniques applied to segment the patients. f shows, in the standard method, 
a probability threshold of 0.5 converted the score of patients into binary group membership. Finally, g shows the comparison of the performances 
among predictive models using the CPH and AFT models, in addition to, presenting the Kaplan-Meier Curve for each method
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cancer patients and delivered community access to these 
data [21, 22].

This study contained three datasets: small cell lung 
cancer with the baseline characteristics, tumor assess-
ment information, BOR, and OS. The number of patients 
was different in each dataset. The details of the datasets 
are presented in Table 1.

Model diagram
This study contained a novel and a standard method, as 
shown in Fig. 1. In the novel method, the predictive mod-
els were built using two training datasets for computing 
the best cutoff using CV techniques. The outcomes of 
two training datasets resulted in the prediction of BOR 
and got the best cutoff. Differences between segmented 
patients were tested on the third dataset to investigate 
the model’s performance. For every training dataset, a 
data frame was made from the features (Fig. 1b), includ-
ing the baseline characteristics. The subset of each data 
frame made by Principal Component Analysis (PCA) of 
percentage tumor size changes from baseline tumor size 
for four early visits.

After preprocessing the data frames, the predictive 
models were built to predict BOR using logistic regres-
sion and seven CV techniques: LOOCV, LPOCV, Hold-
Out, K-fold, Stratified K-fold, Repeated K-fold, and 
Repeated Stratified K-fold (Fig. 1c). Due to the fact that 
accuracy is not the best choice for detecting the best cut-
off, the F1-score was considered getting the best cutoff. 
The predictive models with the maximum cutoff value 
were selected. Then the coefficient of selected models’ 
features was used as scores to make the scoring system 

on the test dataset for segmentation of the patients into 
the responders and non-responders (Fig. 1e).

The standard Method was a common method in clini-
cal trials to segment the patients using a probability 
threshold of 0.5 to convert the probabilities into binary 
group membership. In this method, the logistic regres-
sion model was applied with no CV techniques. The coef-
ficients of the features collected from the training set 
were used for the test dataset.

The Kaplan-Meier curves, to present the segmenta-
tion of the patients, were applied for two methods using 
the best cutoff values in the novel method and the score 
of patients and the probability threshold of 0.5 for the 
standard model (Fig.  1f ). The Kaplan-Meier method 
establishes survival curves, which is the basic statisti-
cal method of analysis. It is a non-parametric method 
in that no mathematical form of the survival distribu-
tions is assumed [8]. A p-value less than 0.05 is consid-
ered significant [23]. Besides, to assess the performance 
of the two methods, Cox proportional hazards (CPH) 
model and the Accelerated Failure Time (AFT) model 
were evaluated for each method. The CPH model is 
known as the standard method to study the relationship 
between covariates and survival [24]. Although most 
cancer researchers apply the proportional hazard model, 
the AFT model in comparable conditions - as they do not 
need proportional hazards assumption and analyze a par-
ametric statistical distribution for survival time - will be 
a credible option [25]. Thus, in this study, CPH and AFT 
were used to compare the performance of the novel and 
standard methods. Finally, to evaluate their respective 
goodness-of-fit the Akaike Information Criterion (AIC) 
was used to find which method had a lower AIC which 
defines a better fit.

Data analysis pipeline
The predictive models were produced from a training 
dataset. First, the data frame was created of variables, 
including Subject ID, Sex, Age, Weight, Smoking Sta-
tus, and Race for each patient (Fig.  1b). Then a subset 
of the data frame was made using tumor assessment for 
patients with four early visits. The percentage of tumor 
size changes was computed using the baseline tumor 
size. Then the PCA was computed on the percentage 
change in tumor size. For this purpose, the collapse data 
was constructed across visits to make tumor assessment 
levels. Then the PCA was calculated for the fourth early 
visit. A combination of baseline characteristics and Prin-
cipal Component Scores (Pcs) led to building the predic-
tive models for the prediction of BOR.

In the novel method (Fig.  1c), the designed pre-
dictive models predict the BOR based on seven CV 

Table 1 Details of datasets. The numbers of females and males, 
the range of patients’ ages, the smoking status of patients, and 
the category of weights and race among patients for each 
dataset are summarized separately

Dataset NCT02499770 NCT02514447 NCT03041311

Total Numbers 962 146 670

Female 280 69 278

Male 682 77 392

18-< 65 479 100 390

65-75 391 34 236

> 75 92 12 44

Never Smoked 0 11 53

Former Smoker 654 75 317

Current Smoker 962 60 300

Weight<= 75 619 64 266

Weight> 75 343 82 404

Caucasian 825 145 455

Non-caucasian 172 7 23
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techniques and two training datasets. The seven main 
CV techniques are:

Leave‑one‑out cross‑validation
One of the CV techniques used in this study was Leave-
one-out cross-validation (LOOCV). LOOCV is a special 
case of k-fold CV, in which the number of folds equals 
the number of instances. When the number of instances 
either in a data set or for a class value is small, such as 
gene microarray data and gene sequence data, LOOCV 
should be adopted to get a reliable accuracy estimate for 
a classification algorithm [26].

Leave‑pair‑out cross‑validation
Another CV technique was Leave-pair-Out Cross-valida-
tion (LpOCV) with p = 2 observations. LpOCV applies 
p observations as the validation set and the remaining 
observations as the training set. It is repeated in all ways 
to cut the original sample of a validation set of p obser-
vations and a training set [27]. A variant of LpOCV with 
p = 2 has been suggested as a nearly unbiased method 
for estimating the area under the ROC curve of binary 
classifiers [28]. Smith et al. 2014 [29] demonstrated that 
sample splitting, CV without replication, and Leave-One-
Out Cross-Validation (LOOCV) produced optimism-
adjusted estimates of the concordance statistic that might 
be associated with greater absolute error than other 
available CV techniques [29].

HoldOut
To split the data into approximately 80% training set and 
about 20% testing set, the HoldOut CV technique was 
used. In the holdout method, the dataset should ran-
domly assign data points to two sets (train and test). The 
HoldOut approach is often applied when an external vali-
dation dataset is not available. However, this approach 
does not lead to truly external validation [30]. This study 
applied the HoldOut CV technique to split data into 75% 
training and 2% testing.

K‑folds
In CV techniques, the model is assessed in all the sub-
jects. However, each model always contains a smaller 
sample size than the total, typically 90% (i.e., in the case 
of 10-fold CV); hence, there remains more uncertainty 
in the coefficients than if the whole data set had been 
used. Thus, the CV technique might be most effective 
when the number of subjects eliminated when generat-
ing a given predictive model is the lowest [30]. This study 
considered K-fold CV with K between 3 and 10. The pro-
posed novel methods explored which K-fold performed 
better than others.

Repeated K‑folds
Repeated CV helps to estimate the mean of all possible 
K-fold CV over the given data [31]. Several studies were 
carried out to find out whether K-fold should be repeat-
edly performed to get reliable accuracy estimates. Van-
winckelen and Blockeel [31] showed that repeated CV 
should not be assumed to give much more precise esti-
mates of a model’s predictive accuracy [31]. In this study, 
repeated K-fold was used with K between 3 and 10 and 
repeated between 2 and 4.

Stratified K‑folds
Stratified is the extended form of a CV technique. In 
Stratified K-fold, the distribution of a class is done among 
n number of folds. The distribution of a class in each 
fold of the dataset is the same as present in the original 
dataset. Regular CV arbitrarily partitions S into n folds 
without taking class distributions into account. K-Fold 
CV could cause a certain class to be distributed unevenly, 
with some folds containing more cases of the class than 
others [32]. This study applied the Stratified K-fold tech-
nique with n between 3 and 5.

Repeated stratified K‑folds
This technique is like the stratified k-folds CV, but it is 
repeated n times [33]. Thus, the stratified k-fold process 
is repeated k × n times [34]. In this study, repeated Strat-
ified K-fold was used with splits between 3 and 5 and 
repeated between 2 and 4.

As practically comparing the computational time 
between different CV techniques, LOOCV is computa-
tionally very expensive. LOOCV needs less computation 
time than LpOCV because there are only Cn

1
= n passes 

rather than Cn
p . However, n passes can still require quite a 

large computation time [35].
In addition, the Holdout is the simplest CV technique, 

while the data set is divided into K subsets and the Hold-
Out method is repeated K times in the K-fold CV tech-
nique. Thus, the computational time of HoldOut is 
mostly less than K-fold. Although increasing the number 
of K causes rising in computational time [26].

In the novel method, the CV technique with the maxi-
mum best cutoff values was chosen as the optimal CV 
technique. In contrast, the standard method computes the 
prediction of BOR without CV techniques. After storing 
the prediction results from methods one and two, the coef-
ficients for each feature of the selected CV techniques in 
each method were used as a score of each feature for the 
test dataset. The mean coefficients of each feature were 
collected from two training datasets in the novel method. 
Then the scoring system was built to get the score of the 
test dataset to segment the patients using the best cutoff 
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collected from the optimal CV techniques. The standard 
method did not use the CV technique and a probability 
of 0.5 converted probabilities into responders and non-
responders. The scoring system for each method was cal-
culated separately:

 Where Scoremtp shows the scoring system of method, m, 
for test dataset, t, per patient, p. The value of, m, is the 
count of methods which can be one, which means novel 
method, or two, which means the standard method. 
i shows the count of training datasets that are between 
one and two. (

∑

i=d γmip)/2 is the mean coefficients for 
the sex feature of the method, m, and training dataset, 
d, per patient, p. Sexmdp is the sex of each patient, p, for 
method, m, and training dataset, d. ( i=d σmip)/2 is the 
mean of coefficients for the age feature of the method, 
m , for the selected training dataset, d. Agemdp shows 
the age of each patient, p, for method, m , and train-
ing dataset, d, per patient, p. (

∑

i=d �mip)/2 is the mean 
coefficients for the weight feature of the method, m , for 
the training dataset, d. Weightmdp represents the weight 
of each patient, p, for method, m , and training dataset, 
d, per patient, p. (

∑

i=d δmip)/2 is the mean coefficients 
for the smoking status feature of the method, m, for the 
training dataset, d, per patient p. Smokemdp is the smok-
ing status of each patient, p, for method, m, and train-
ing dataset, d. (

∑

i=d φmip)/2 is the mean coefficients 
for the race feature of the method, m, for the training 
dataset, d, per patient, p. Racemdp is the race of each 
patient, p, for method, m , and selected training dataset, d. 
(
∑

i=d µmip)/2 shows the mean coefficients for the Prin-
cipal Components (PCs) feature of the method, m, for 
the training dataset, d, per patient p. Pcsmdp is the PCs 
value of method, m , for training dataset, d, per patient, p. 
(
∑

i=d ηmip)/2 reveals the mean intercepts of method, m, 
and training dataset, d , per patient p.

Then, to group patients in the novel method, the prob-
ability of each patient computed by the scoring system, 
PScoremtp , was compared with the mean best cutoff value got 
from the models with the optimal CV technique:

 Where Groupmtp shows the segmentation of method, m 
and test dataset, t, per patient, p. PScoremtp , represents the 
score of each patient p comes from the scoring system, 

(1)

Scoremtp =

�

�

i=d

γmip

�

/2× (Sexmdp)+

�

�

i=d

σmip

�

/2× (Agemdp)+
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/2× (Weightmdp)+





�

i=1,2

δmip



/2× (Smokemdp)+





�

i=1,s

φmip



/2× (Racemdp)+





�

i=1,s

µmip
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�
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/2

(2)Groupmtp = PScoremtp > Bcutmt/2

Scoremtp , for method, m, in every test dataset, t, per 
patient, p, and, Bcutmt is best cutoff value for method, m 
and test dataset, t comes from the mean of best cutoff 
values of two training datasets.

Standard method
The standard method used logistic regression to build 
the predictive model with the same features as the novel 
model, but in this method, the prediction was carried out 
with no CV method and two training datasets. The mean 
coefficients of each feature were used in the test dataset 
to get the score. Then the score of patients was calculated 
through the prediction results from the training dataset 
on the test datasets, as described in Eq.  1. The patients 
were segmented into responders and non-responders 
using the cutoff 0.5. Then, Kaplan-Meier curves summa-
rized time-to-event endpoints, estimated median times 
with 95% CIs, and revealed the segmentation by using the 
Groupmtp collected from each method. The CPH and the 
AFT models were also applied to assess the performance 
of the novel and standard methods.

Results
This section describes the outcomes of each method with 
details on the datasets. Besides, the segmentation results 
of patients into responders and non-responders between 
the novel and standard methods. The basic characteris-
tics of the patients in each dataset after prepossessing the 
data are shown in Table  1. Most patients are Male, and 
the age of patients between 18 and 64 years is higher than 
other ages. In addition, the numbers of current smokers 
are more.

As described in the model diagram section, in the 
novel method, the best cutoffs from the performances 
of the predictive models regarding the optimal CV 
techniques were used to segment the patients. The opti-
mal CV technique was selected according to the per-
formances of the predictive model for each dataset in 
the novel method. The optimal CV technique for data-
set (NCT02499770) was 2 Repeated-10 Fold with the 
best cutoff value of 0.722, while in the (NCT03041311), 
the optimal CV technique was 4 Repeated-7 Fold with 
the best cutoff value of 0.880, and the optimal CV 
technique for the third dataset (NCT02514447) was 2 
Repeated-6 Fold. The results approved that there is no 
specific CV technique for all clinical trial datasets. The 
selected CV technique for each dataset in the novel 
method was different, while all datasets had similar 
features, data types, pre-processing, and predictive 
models. Although the size of the datasets was different 
and the proportion of data in each dataset was vari-
ous, as shown in Table 1. These results confirmed that 
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the specific CV technique could not apply to all clini-
cal trial datasets. In that case, the coefficient of features 
and the best cutoff value as a threshold to segment the 
patients can be affected. Using one CV technique for no 
specific reasons may hurt the prediction results and the 
segmentation of patients.

The performance of predictive models for the novel 
and the standard methods are summarized in Table  2. 
As shown in Table 2, the accuracy of predictions for the 
novel method is over 0.7 and higher than the standard 
method. Besides, the Mean Squared Error (MSE) of the 
novel method was less than the standard method among 
all datasets. It means that the selected predictive models 
with optimal CV techniques had a better performance 
than the standard method. The results for the segmen-
tation of patients were analyzed by using Kaplan-Meier 
curves. Figure  2 presents the Kaplan-Meier curves for 
the test dataset (NCT0249970) using the novel and the 
standard methods. As shown in Fig. 2, the Kaplan-Meier 
curves for the novel method could significantly separate 
responders and non-responders, whereas the standard 
model’s Kaplan-Meier curves had inseparable portions 
in three regions that are highlighted with red hatched 
circles. Such a visual pattern indicates the best cutoff 
obtained from the optimal CVs can segment the patients 
more accurately than the standard cutoff.

Besides, the clear visual patterns observed in Fig.  2, 
numeric results from test and regression results also 
indicate novel method works better than the standard 
cutoff. The CPH model was fitted using the test dataset 
(NCT0249970) to compare the patient survival outcomes 
between the two segmented groups. In the regression, 
the covariates sex, age, weight, race PCs, and the group 
were adjusted. Comparing the two patient groups seg-
mented by the novel method has a p-value of 0.099 and 
a hazard ratio of 0.668 with 95% confidence interval 
[−0.707,−0.101] , which indicates the two groups have 
significantly different clinical outcomes after adjusting 
to important covariates. In contrast, the two groups, seg-
mented by the standard approach, have a p-value of 0.194 
which is over 0, 05 with a hazard ratio of 0.823 with 95% 

confidence interval [−0.489, 0.099] . The details of Cox 
regression results are shown in Table  3. As a sensitivity 
analysis, the AFT model was also fitted as an alternative 
to Cox regression and got similar results with the p-value 
of 0.011 for the novel method, whereas the p-value of 
0.240 for the standard method, as shown in Table  4. 
Besides, the AIC value of the novel method, 7947.917, 
was less than the standard method, 7952.950, which 
means the model had a better fit in the proposed novel 
model than the standard approach.

We repeat this analysis on another clinical trial, 
NCT00981058, an open-label Phase 3 study designed to 
investigate the overall survival (OS) of patients diagnosed 
with Stage IV squamous non-small cell lung cancer 
(NSCLC). Analysis results of this data also demonstrate 
that the proposed approach outperforms the stand-
ard method in all performance metrics (including MSE, 
accuracy, precision, and recall) for patient segmentation. 
More details are given in the Supplementary document.

Discussion
This study used machine learning methods to segment 
patients into two groups: responders and non-respond-
ers in the early stages. A novel data-driven approach 
for selecting a better cutoff value based on the optimal 
CV technique was proposed in this study. Two meth-
ods were applied to segment the patients. The novel 
method used the seven CV techniques to predict BOR 
with two training datasets. The mean coefficients of 
features and the best cutoff value were collected from 
the optimal CV technique for each dataset used to 
group the patients into responders and non-respond-
ers. In the standard method, the training dataset was 
applied to predict BOR, and the results were used to 
segment the patients into test data with a probability 
threshold of 0.5 to convert the probabilities into binary 
group membership. The results show although the 
datasets may have similar pre-processing, the same 
features and data types with different sizes of data. The 
optimal CV technique for predicting the BOR and the 
best cutoff value is different for each dataset. The novel 

Table 2 The value of prediction features, including Accuracy, MSE, Specificity, Precision, and Recall were summarized for the novel 
method using the best cutoff and standard method using the probability threshold 0.5 to segment the patients

Method Dataset Accuracy MSE Specificity Persicion Recall

Novel NCT02499770 0.717 0.283 0.815 0.729 0.717

Novel NCT02514447 0.100 0.000 0.100 0.100 0.100

Novel NCT02499770 0.688 0.312 0.715 0.680 0.688

Standard NCT02499770 0.688 0.312 0.715 0.680 0.688

Standard NCT02514447 0.910 0.090 0.886 0.910 0.910

Standard NCT03041311 0.849 0.151 0.877 0.847 0.849
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method using the scoring system can successfully seg-
ment new patients, and the predicted responders and 
non-responders have significantly different long-term 
survival outcomes. Besides, results revealed that the 
best CV technique is uncertain in practice. Using the 
optimal CV technique to select a better cutoff value 
can result in significant segmentation of patients in the 
early stages compared to the standard model with the 
probability threshold of 0.5.

Another problem, also called ‘optimal cutoff selec-
tion’, often conflated with the problem discussed in this 
work, yet it significantly diverges in its goals and meth-
ods. This alternate problem seeks to determine the best 
cutoff to dichotomize a continuous variable, such as 
gene expression levels, for evaluating its link to an out-
come like patient survival. The ’optimal’ here is geared 
towards enhancing the relationship between the derived 
binary variable and the outcome. It requires individual 

Fig. 2 The Kaplan-Meier Curve of the novel and the standard methods. a presents the Kaplan-Meier Curve for the novel method with significant 
segmentation. b shows the Kaplan-Meier Curve with the standard method. The highlighted red hatched circles reveal the unacceptable 
performance of the standard method in the segmentation of responders and non-responders
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hypothesis testing for each cutoff, requiring multi-
ple testing adjustments to control the Type I error rate. 
These tests are not independent, hence innovative meth-
ods can significantly enhance statistical power beyond 
what is achievable with traditional methods like the Bon-
ferroni correction. So, methods developed for problem 
B focus on improve statistical power while control the 

false positive rates in multiple testing settings. For exam-
ple, xTile adopt Monte Carlo or validation set methods 
to adjust inflated p-values due to multiple testing [36]. 
Permutation tests can be applied to establish a null dis-
tribution for order statistics to correct p-values for multi-
ple testing [37], and this method has been integrated into 
web applications for prognostic biomarker identification 
in cancer research [38]. However, due to their computa-
tional intensity, permutation methods are often imprac-
tical for web applications, prompting the development 
of faster alternatives based on theoretical derivations 
of null distributions for order statistics [39]. Based on 
description above, we summarize the major differences 
between this problem and ours. This problem uses cutoff 
to dichotomize a predictor and needs to test its associa-
tion with the outcome. In contrast, our problem dichoto-
mizes predicted outcomes to make a decision. Method 
development for this problem focuses on multiple test-
ing corrections, and our problem focuses on prediction 
performance.

For binary classification problems, the P(yi = 1) prob-
ability space is divided into two segments, each repre-
senting one class ( yi = 1 or yi = 0 ). Extending this to a 
multi-class problem means dividing a K − 1 dimensional 
space into K regions, which could take shapes far more 
intricate (due to inter-threshold interactions) than sim-
ple threshold values can delineate. Furthermore, cross-
validation to select multiple thresholds needs searching 
in high-dimensional space, which could substantially 
increase computational demands. In short, while cross-
validation is effective for binary classification, it is not 
readily adaptable to multi-class contexts. To address 
this, we suggest an alternative method that involves two 
distinct data sets, or two subsets of a single data set. 
The classification model is trained on the first set, then 
applied to the second set to calculate the predicted class 
probabilities for each sample. These probabilities are 
then used as predictors, with the actual class labels as 
outcomes, to construct another machine learning model 
within the second set. This two-tier modeling allows for 
creating decision regions of various forms, surpassing 
the rigidity of multi-threshold cross-validation in higher 
dimensions. This technique is conceptually analogous to 
multi-task prediction models based on stacking methods 
[40]. The primary caveat is that it requires a sufficiently 
large dataset to train the conversion model on the second 
data set effectively.

Conclusions
In this study, the proposed novel data-driven approach 
segmented patients into responders and non-responders 
in the early stages of treatment. Using real clinical trial 
data, we demonstrate our novel method outperforms the 

Table 3 Cox proportional hazard for the novel and standard 
method with test dataset (NCT02499770)

Novel Method HR exp(c) lower95% exp(c) upper95% p

Covariate

 PC2 1.211 0.975 1.504 0.083

 Sex 0.271 0.183 0.401 <0.0005

 Age 1.579 1.147 2.175 0.005

 Smoke 4322.988 25.543 7.316e+05 0.001

 Weight 0.989 0.971 1.007 0.230

 Race 0.172 0.040 0.736 0.018

 Group 0.668 0.494 0.903 0.009

Standard 
Method

HR exp(c) lower95% exp(c) upper95% p

Covariate

 PC2 19.453 0.040 9400.350 0.347

 Sex 9.787 5.172 18.520 <0.0005

 Age 1.251 1.023 1.530 0.029

 Smoke 2.219 1.410 3.491 0.001

 Weight 1.036 0.990 1.085 0.126

 Race 3.135 1.484 6.622 0.003

 Group 0.823 0.613 1.104 0.194

Table 4 Accelerated failure time model for the novel and 
standard method with test dataset (NCT02499770)

Novel Method HR exp(c) lower95% exp(c) upper95% p

Covariate

 Age 0.849 0.708 1.019 0.078

 PC2 0.906 0.801 1.026 0.120

 Race 5.752 2.559 12.931 <0.0005

 Sex 1.910 1.531 2.382 <0.0005

 Smoke 0.028 0.002 0.509 0.016

 Weight 1.011 1.001 1.021 0.031

 Group 1.254 1.053 1.493 0.011

Standard Method HR exp(c) lower95% exp(c) upper95% p

Covariate

 Age 0.936 0.835 1.049 0.255

 PC2 0.266 0.008 9.025 0.461

 Race 0.352 0.233 0.533 <0.0005

 Sex 0.316 0.221 0.451 <0.0005

 Smoke 0.706 0.548 0.910 0.007

 Weight 0.969 0.945 0.993 0.011

 Group 1.107 0.934 1.311 0.240
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standard approach. We also illustrate how to use train 
data to fit a model and apply it to segment patients in 
new clinical trials. The results show that our proposed 
model can accurately segment patients into responders 
and nonresponders that have significant differences in 
their clinical outcomes. Clinicians can use the proposed 
machine-learning method to decide if a patient should 
receive a different treatment or stay with the current 
treatment at the early stage.
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