
Schulz et al. 
BMC Medical Research Methodology          (2024) 24:136  
https://doi.org/10.1186/s12874-024-02257-8

RESEARCH Open Access

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://creativecommons.org/licenses/by/4.0/. The Creative Commons Public Domain Dedication waiver (http://creativecom-
mons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

BMC Medical Research
Methodology

Learning debiased graph representations 
from the OMOP common data model 
for synthetic data generation
Nicolas Alexander Schulz1*, Jasmin Carus2, Alexander Johannes Wiederhold1, Ole Johanns3, Frederik Peters3, 
Natalie Rath4, Katharina Rausch4, Bernd Holleczek4, Alexander Katalinic5, the AI-CARE Working Group and 
Christopher Gundler1* 

Abstract 

Background Generating synthetic patient data is crucial for medical research, but common approaches build 
up on black-box models which do not allow for expert verification or intervention. We propose a highly available 
method which enables synthetic data generation from real patient records in a privacy preserving and compliant 
fashion, is interpretable and allows for expert intervention.

Methods Our approach ties together two established tools in medical informatics, namely OMOP as a data standard 
for electronic health records and Synthea as a data synthetization method. For this study, data pipelines were built 
which extract data from OMOP, convert them into time series format, learn temporal rules by 2 statistical algorithms 
(Markov chain, TARM) and 3 algorithms of causal discovery (DYNOTEARS, J-PCMCI+, LiNGAM) and map the outputs 
into Synthea graphs. The graphs are evaluated quantitatively by their individual and relative complexity and qualita-
tively by medical experts.

Results The algorithms were found to learn qualitatively and quantitatively different graph representations. Whereas 
the Markov chain results in extremely large graphs, TARM, DYNOTEARS, and J-PCMCI+ were found to reduce the data 
dimension during learning. The MultiGroupDirect LiNGAM algorithm was found to not be applicable to the problem 
statement at hand.

Conclusion Only TARM and DYNOTEARS are practical algorithms for real-world data in this use case. As causal discov-
ery is a method to debias purely statistical relationships, the gradient-based causal discovery algorithm DYNOTEARS 
was found to be most suitable.
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Background
Synthetic data holds paramount importance in the 
medical domain, particularly concerning medical health 
records, due to its potential to circumvent critical chal-
lenges associated with data privacy and legal constraints. 
By generating synthetic data that mimics the statistical 
properties of real patient data, researchers and practi-
tioners can conduct analyses and develop algorithms 
without directly accessing sensitive information, thus 
safeguarding patient privacy. Therefore, the utilization 
of synthetic data offers a promising avenue for advanc-
ing medical informatics research and innovation through 
data availability while upholding ethical standards and 
legal compliance specific to the healthcare sector [1–3].

In addition, the standardization of patient data is fun-
damental for research in the field of medical informat-
ics. As data availability and interoperability in medicine 
are relatively underdeveloped compared to other sectors 
[4], the generation of standardized synthetic data has 
emerged as a crucial area of research. Even in instances 
where access to real patient data is granted, the availabil-
ity of such data for large-scale and replicable analytics 
remains limited due to the commonly missing interoper-
ability with other systems. Standardized synthetic data 
holds the promise to mitigate these challenges.  In this 
context, the standardized electronic health record (EHR) 
format specified in the Observational Medical Outcomes 
Partnership (OMOP) Common Data Model (CDM), 
or OMOP CDM in short [5], is used in this research. 
Whereas OMOP CDM defines the database structure, 
specific vocabularies developed by the Observational 
Health Data Sciences and Informatics (OHDSI) initiative 
standardize the content of the database [6, 7].

Typical examples are cancer registries serving as repos-
itories for monitoring and analyzing the epidemiologi-
cal occurrences of cancer within populations. Found in 
numerous countries worldwide, these organizations offer 
invaluable insights into the trends, patterns, and dis-
parities in cancer burden across different demographic 
groups and geographical regions. Despite their impor-
tance, cancer registries face several data-based chal-
lenges in their operations. Firstly, despite the richness of 
data, access to data by external researchers is commonly 
strictly regulated. Ensuring compliance with regulations 
concerning patient privacy and data protection is para-
mount to maintaining the integrity and trustworthiness 
of cancer registries as institutions. Moreover, the data 
housed within cancer registries are often prone to noise 
and inaccuracies, stemming from the inherent complexi-
ties of medical reporting. Consequently, robust meth-
odologies deriving trustable synthetic data from their 
internal data sources appear attractive to allow research 
while preserving privacy.

Currently, black-box approaches grounded in deep 
learning methodologies are popular for deriving syn-
thetic data [8–10]. However, despite their widespread 
adoption, these opaque models face notable challenges. 
Most importantly, opaque models do not make the data 
generation process explicit or interpretable. In other 
words, a physician is not able to understand the models’ 
assumptions that resulted in the synthetic data. However, 
understanding how the synthetic data is generated is cru-
cial in medicine, as wrong assumptions about dependen-
cies between symptoms and treatments can have fatal 
consequences. Consequently, the field of medical infor-
matics requires the study of methods for generating syn-
thetic data through explicit knowledge representations 
like graphs, which offer an alternative method with a 
focus on interpretability, verifiability, and intervention 
through human experts.

One approach to generating synthetic patient data 
through explicit knowledge representations is provided 
by Synthea [11]. Synthea builds its data generation pro-
cess on so-called disease modules, which are graph rep-
resentations of a disease and treatment progression 
over time. Each official graph is openly available on the 
GitHub repository [12] and can be inspected for a deeper 
understanding. By sampling from these graphs, life-long 
synthetic and standardized EHRs are generated. How-
ever, these graph representations are constructed by hand 
through a time-consuming process and thereby also sub-
jective to the constructing expert and not generalizable 
between geographical regions [13]. The aim of this paper 
thus is to learn Synthea graphs in a data-driven fashion.

To achieve this, temporal rules are learnt from a real 
patient cohort and transferred into the Synthea graph 
structure. More precisely, the learnt temporal rules 
constitute the directed graph edges in the final Synthea 
graph. Hereby the temporal dimension of the learnt rules 
is crucial, as EHRs generated by Synthea span the whole 
lifetime of a patient.

However, learning meaningful temporal rules from 
real-world patient hospital encounter histories is diffi-
cult. From a statistical standpoint, these patient histories 
are highly confounded time series. For example, a basic 
medical treatment that is common to all patients regard-
less of their disease status like blood sampling or receiv-
ing a bandage can distort the whole learning process 
and hence the resulting graph. In the analysis pipeline 
the learnt rules become the direct edges in the Synthea 
graph, and the structure of the Synthea graph determines 
how the synthetic data is generated. Therefore, this study 
evaluates which algorithm learns the most qualitative 
and meaningful rules to eventually generate high-quality 
synthetic data. To achieve this, it is indispensable to learn 
debiased temporal rules rather than statistical if-then 
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rules. Causal discovery is the sub-discipline of artificial 
intelligence (AI) which deals with learning cause-effect 
relationships from observational data and debiasing 
potential confounding variables from the dataset [14].

The aim of this paper thus is to learn Synthea disease 
modules in a data-driven fashion to have an interpreta-
ble, verifiable, and explicit knowledge representation that 
is at the same time scalable across institutions, patients, 
and diseases. To achieve this, a bridge is built and eval-
uated between the established tools of medical infor-
matics, namely the OMOP format and Synthea graph 
representations. This is done by extracting relevant infor-
mation from real-world patient records in OMOP format 
[15], learning temporal rules by statistical and causal AI 
algorithms, and representing the learned temporal rules 
as direct edges in a Synthea graph. The resulting graphs 
are evaluated quantitatively through common graph 
complexity measures and qualitatively by experts in the 
medical field. As the direct graph edges drive the poten-
tial data synthetization process, the evaluation process 
is focused on the graphs’ edges from multiple perspec-
tives. We postulate that causal discovery algorithms can 
outperform simple statistical algorithms with regard 
to computational complexity, real-life applicability to 

high-dimensional data, and qualitative representation of 
the learned rules.

Methods
We postulate that combining Synthea, a widely used 
synthetic patient generator, with causal discovery algo-
rithms and a standardized data model could significantly 
simplify the creation of high-quality and privacy-pre-
serving synthetic data. An overview of the processes 
under research can be found in Fig. 1. After mapping the 
unstructured clinical source data into OMOP, five algo-
rithms were implemented and evaluated to learn tem-
poral rules from the patient’s hospital encounter history. 
The details can be found in the following sections.

Data
The anonymized data for this study was requested and 
retrieved from the cancer registry of Schleswig-Holstein, 
Germany. The dataset includes all adult patients living in 
the federal state of Schleswig-Holstein in Germany who 
were diagnosed with lung cancer in the period between 
2016 and 2021. Given the non-standardized format of 
the raw data, we designed and implemented an Extract, 
Transform, Load (ETL) process for transforming the 

Fig. 1 A schematic overview of the study design. The source data from a cancer registry was mapped into the standardized EHR format OMOP. 
Relevant data is extracted, transformed into a time series and analyzed by 2 statistical and 3 causal discovery algorithms, before each result 
is mapped into Synthea graph format. ETL: Extract, Transform, Load; OMOP: Observational Medical Outcomes Partnership
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dataset into the OMOP [16] common data model. 
Accordingly, all subsequent parts of the analysis are inde-
pendent of the syntactic and semantic properties of the 
original dataset.

Given the existing, standardized format for electronic 
health records, we designed additional ETL routes to 
transform the observational data included into a suit-
able time series format and into the algorithm used for 
analysis. Whereas the ETLs differ in detail depending 
on the downstream algorithm, the common grounds are 
covered in the following. Firstly, the observational data 
of the OMOP condition occurrence and the procedure 
occurrence table were grouped by patient identifier and 
ordered by time of encounter. Secondly, start and stop 
nodes were attached to the beginning and end of each 
time series respectively. In doing so, the computational 
models can learn which observations are more likely to 
occur at the beginning or the end of a patient history 
and it enables the following transformation into Synthea 
graphs, as start and stop nodes are required for sampling 
[17]. After extracting the relevant medical observations 
from the OMOP database and transforming them into 
time series, the learning algorithms are applied.

The discrete-time series was used to compute tem-
poral rules with multiple algorithms of varying com-
plexity. Each algorithm output defining temporal rules 
between two medical observations subsequently had to 
be mapped into the Synthea graph format as direct graph 
edges. The Synthea graph syntax is highly complex but 
well documented on their online resources [17]. In the 
context of this study, the relevant node type was ‘Encoun-
ter’ as defined by Synthea and the edge type used was 
‘distributed transition’. These two were chosen to reduce 
complexity in automatic mapping from rules to edges, 
while still enabling subsequent synthetic data generation. 
In addition, the medical observations were mapped back 
from OMOP vocabulary to English free-text using data-
specific concept relationships from the vocabulary data-
base Athena [7].

Algorithms
The algorithms evaluated in this study can be categorized 
into two separate groups, namely statistical approaches, 
and techniques of causal discovery. Whereas the algo-
rithms in the statistical domain merely compute and 
extract observational statistical quantities, the algorithms 
belonging to the causal discovery domain are more com-
plex. In essence, causal discovery algorithms claim to 
distinguish relationships within the data that are purely 
statistical and entail bias from cause-effect relationships, 
which are statistically debiased. Both groups, as well as 
the individual algorithms within each group, are pre-
sented in more detail below.

In the following, consider N  independent realizations 
of discrete time series xn,t ∈ C

D . An individual patient’s 
hospital history is denoted as xn and can vary on time 
axis  t ∈ {0, ..,T } and the medical observations within 
each time step d ∈ D.

Statistical approaches

Markov chain In the first approach to computing 
Synthea graph edges from observational real-world EHR, 
the problem is defined as a Markov chain of first order. 
In other words, every medical observation is defined as 
a state, and the conditional probability of observing any 
other medical observation in the next step is calculated 
across patients. By incorporating the graph terminology 
of an antecedent and a consequent node in a directed 
graph edge, the transition probabilities are defined as:

Thus, the conditional probability for each medical 
observation in xn,t to each medical observation in xn,t+1 
is calculated and averaged across the patient population 
N .

Temporal Association Rule Mining Temporal Associa-
tion Rule Mining (TARM) mines temporal rules that are 
common to several sequences, i.e. time series. The imple-
mented CMRules algorithm [18] identifies and outputs 
temporal rule according to two threshold values, namely 
sequential support (seqSup) and sequential confidence 
(seqConf) of a rule. Considering a temporal rule X → Y 
with any two random variables X,Y ∈ D these statistical 
thresholds are defined as:

where the notation sup (X Y) defines the number of 
observations where some set of medical observations X 
all occur before some other set of medical observations 
Y. The notation S defines the sequence database, meaning 
across all patient sequences N .

Causal discovery algorithms In statistics, it is com-
mon knowledge that association is not causation, but 
displaying temporal associations in a directed graph 
can easily be misinterpreted as such. In addition, if 
there is no method in place to filter out purely statistical 

P(consequent|antecedent) =
P(antecedent consequent)

P(antecedent)

seqSup(X → Y ) =
sup(XY )

|S|

seqConf (X → Y ) =
sup(XY )

sup(X)
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relationships, the graph can become highly confounded. 
Therefore, learning a directed acyclic graph (DAG) from 
patient histories for interpretation by medical profession-
als needs to be debiased and display cause-effect relation-
ships rather than if-then rules. Conceptually, a causal 
relationship is said to be present in X → Y  if the random 
variable Y listens or responds to the presence of X [19].
Dynotears DYNOTEARS or Dynamic NOTEARS is a 
Dynamic Bayesian Network Structure learning approach 
from data [20]. DYNOTEARS is a score-based optimiza-
tion method falling into the category of gradient-based 
causal discovery approaches [21], which enables the 
application to high-dimensional real-world data. In this 
method, the observational data is structured in struc-
tural equations of endogenous and exogenous variables 
using a Structural Vector Autoregressive Model (SVAR). 
Afterwards, intra ( xn,t → xn,t) and inter-slice edges 
( xn,t → xn,t+1) of the discrete time steps are identified 
and learnt using two matrices W and A for each group of 
links respectively. By elegantly reformulating the acyclic-
ity constraint of the directed acyclic graph [22], the learn-
ing process can be defined as a continuous optimization 
problem.

J‑PCMCI+ J-PCMCI+ is a constraint-based causal dis-
covery algorithm, which extends the basic PCMCI algo-
rithm [23] by learning inter and intra-slice edges from 
multiple multivariate time series by pooling [24]. The 
algorithm assumes causal sufficiency and employs condi-
tional independence (CI) tests to identify causal relation-
ships within the data. However, due to the constraint-
based approach to the problem of causal discovery, the 
computational complexity of this algorithm grows drasti-
cally with the dataset size and dimensionality.

Multi Group Directed LiNGAM The Multi Group 
Directed LiNGAM [25] is an algorithm that belongs to 
the group of functional causal models [21]. The algorithm 
extends the original Linear Non-Gaussian Acyclic Model 
(LiNGAM) [26] by jointly estimating shared causal rela-
tionships across datasets. This is done by estimating the 
shared causal ordering of variables through pairwise 
independence tests. Thereafter, causation and correlation 
are distinguished by approximating the consistency of 
associations through time and variable pairs.

Experimental design
To the best of the authors’ knowledge, no prior investi-
gation has been done on how to learn symbolic graph 
representations for synthetic data generation (SDG) from 
real data while tying together the established standard-
ized data formats and Synthea. Thus, the evaluation is 

approached from a quantitative as well as qualitative 
angle to provide foundations for further research.

Quantitative experiments
The quantitative experiments should give insights regard-
ing the general applicability of the algorithms and the 
complexity of the resulting graphs. As real-world clini-
cal patient data comes in varying sizes, it is crucial to 
investigate the algorithm’s robustness by manipulating 
data complexity. For that reason, we subsampled the full 
dataset into four different sizes. The detailed characteris-
tics can be found in Table 1, where the first dataset cor-
responds to the full dataset and all others are random 
subsamples thereof. Each of the five models has been 
evaluated on all five datasets.

As previously discussed, the learned temporal rules of 
each model serve as directed edges in the final graphs. 
Each graph structure is assessed using six complexity 
measures, namely number of nodes, number of edges, 
graph density, average clustering, amount of strongly 
connected components, and flow hierarchy. Graph den-
sity reflects the ratio of actual edges to possible edges, 
indicating connectivity, ranging from 0 (sparse) to 1 
(dense). Average clustering measures local interconnect-
edness, with values from 0 (no connection) to 1 (strong 
connection). Strongly connected components denote 
subgraphs where every pair of nodes has a directed path, 
with their quantity being the metric of interest. Flow 
hierarchy assesses node influence on information flow, 
ranging from 0 (equal influence) to 1 (hierarchical influ-
ence). These metrics therefore give insights into how 
each graph is structured without the need for display.

Finally, each graph is compared to every other graph 
in this research by the percentage of overlap with regard 
to their direct edges. In this way, the quantitative experi-
ments answer questions of how many, and which rules are 
learned in comparison to other models and varying data-
set sizes. In addition, the algorithm runtime is measured 

Table 1 An overview of the data samples used in this study. The 
average sequence length is the arithmetic mean of the length of 
all time series in the dataset and the dimensionality is the total 
amount of medical observations in the dataset

Data Set 
Number

Sample Size N Average 
Sequence 
Length

Dimensionality

1 11641 5.487 726

2 5000 5.513 512

3 500 6.130 200

4 50 5.720 68

5 10 6.400 26
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and incorporated in the evaluation process of each algo-
rithm to provide insights into their practical applicability 
to real-world data.

Qualitative evaluation
In addition to quantitative experiments, a qualitative 
evaluation was conducted to provide deeper insights into 
the learned graph representations. A digital question-
naire was designed specifically for this purpose, targeting 
experts from the medical domain, including individuals 
from German cancer registries and trained clinicians. 
Each expert was asked to assess two graphs, one graph 
based on statistical methods and one graph based on 
causal discovery with regard to interpretability, medical 
meaningfulness, and cause-effect relationships. In detail, 
the experts should indicate if

1. the graph appears interpretable,
2. the graph shows a consistent chronological order,
3. some of the edges make sense from a causal perspec-

tive,
4. and whether some of the edges do not make any 

sense  on a Likert scale with five elements rang-
ing from “strongly disagree” to “strongly agree”. The 
method used to generate the graphs was blinded.

Results
Quantitative results
The resulting graph complexity measures are depicted 
per model across all 5 datasets in the Supplement (Tables 

S1-S4) and summarized in the following Figures. The 
main observation is that while the Markov chain extracts 
rules from the data, the other methods learn a compact 
set of rules that describe the data. The Markov model 
learns graph representations which grow exponentially 
with the data set size, however, the graph sizes for the 
other models stay consistent across increasing data set 
sizes (Fig. 2). In addition, the number of nodes and edges 
for TARM and DYNOTEARS are almost similar across 
all data sets. This results in immensely complex graphs 
for the Markov chain and graphs of humanly interpret-
able size for the other models.

In directed graphs, the number of strongly connected 
components represent sets of nodes where every node is 
reachable from every other node within the same com-
ponents, thereby providing insights into how information 
flows through the graph. Figure 3 compares the amount 
of strongly connected components across models and 
data set sizes. It can be observed that the amount of 
strongly connected components grows with the data set 
size for the Markov model and J-PCMCI+. The amount 
of strongly connected components does not increase 
for TARM and DYNOTEARS, however, also their graph 
complexity in terms of nodes and edges did not increase 
as seen in Fig.  2. As the amount of strongly connected 
components can maximally be the number of nodes in 
a graph, the ratio of strongly connected components to 
nodes stays consistent between models.

The remaining three graph complexity measures are 
graph density, average clustering, and flow hierarchy 

Fig. 2 A comparison of the graph complexities in terms of nodes and edges whereas the latter value corresponds to the higher of the two bars. 
Whereas the Markov model learns graphs which grow exponentially with the dataset size, TARM and DYNOTEARS learn similarly sized graphs 
across all data sets
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depicted in Fig.  4. For the graph density, which pro-
vides a measure of connectivity, it is observed that the 
large Markov model graphs are the least dense overall. 
Whereas the J-PCMCI+ algorithm produced the densest 
graph on the smallest data set, it produced the less dense 
graph on the second smallest data set. Generally, the 
TARM model produced the densest or most connected 
graphs across all datasets and remained consistent across 
increasing data set sizes. In line with that, the average 
clustering coefficient, which is a measure of the local 
connectivity of nodes, is also observed to be the highest 
for TARM and closely followed by DYNOTEARS and 
then the Markov model. However, the average clustering 
coefficient for J-PCMCI+ graphs is zero. Finally, the flow 
hierarchy is also highest for TARM. For this metric, how-
ever, DYNOTEARS produced the lowest flow hierarchy 
scores across data sizes.

As aforementioned, J-PCMCI+ could only be applied 
to the two smallest data sizes. Figure  5 highlights the 
issue, as the computation time greatly exceeds all previ-
ous approaches already on the second smallest dataset. 
Whereas the algorithm runtime for the second smallest 
dataset was a matter of few seconds for Markov, TARM, 
and DYNOTEARS, J-PCMCI+ needed almost eight 
hours to complete on the same computational resources. 
In a similar way, Multi Group Direct LiNGAM was found 
to generally not apply to this use case as the smaller data-
set violated the data requirement N > D and the larger 
datasets which fulfill this requirement were too high-
dimensional for the algorithm to finish in reasonable 
time.

Figure  6 is a display of similarity measures compar-
ing the intersection of any two graphs in the dataset. 
The measure of similarity is the percentage of identical 
directed edges of any two graphs of the form X → Y  , 
disregarding the edge weight. The Markov model on the 
complete dataset has the largest number of rules and is 
represented in any other graph to the largest extent. The 
J-PCMCI+ graphs have the smallest intersection with 
the other graphs in the experiment. Each algorithm, 
DYNOTEARS as well as the TARM approach learn 
exactly the same graph for the data with 5000 samples 
as the for the complete dataset. However, comparing the 
graphs of the two models shows an overlap of 42-49% 
maximally.

Qualitative results
The qualitative assessment, based on the feedback from 
eight domain experts, illuminated both the potential and 
the challenges associated with the automatically derived 
graphs (Supplement SF1-SF3). Drawing on the quantita-
tive findings previously reported, we chose TARM as the 
statistical method and DYNOTEARS as the causal dis-
covery method for evaluation.

After three obtained evaluations, feedback from the 
experts cast doubts on our initial evaluation procedure. 
Notably, experts expressed difficulty in providing feed-
back due to the uncommon usage of generated graphs 
within cancer registries and reported concerns regard-
ing the reliability due to the absence of a gold stand-
ard for comparison. Responding to this feedback, we 
revised the evaluation questionnaire and introduced 

Fig. 3 A comparison of the graph complexities in terms of strongly connected components. The amount of strongly connected components 
grows exponentially for the Markov model and stays consistent for TARM and DYNOTEARS
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the visualization of a “gold standard“ module, featuring 
a manually constructed graph based on literature find-
ings for lung cancer, integrated within the software by 
default. For consistency, we only report the results from 
the revised questionnaire.

Figure  7 visually illustrates the feedback, indicating 
that the quality of automatically generated graphs lags 
behind that of hand-made graphs, while the graph gener-
ated by the causal algorithm was preferred. While both 
graphs were deemed to contain some edges with limited 
semantic sense, the graph produced by the causal discov-
ery algorithm outperformed its counterpart in all other 

statements, with experts rating its edges as more mean-
ingful and interpretable overall.

When asked for a summary, 80% of experts observed 
that the graph generated by TARM contained the high-
est number of nonsensical edges. Additionally, 60% of 
experts suggested that the graphs could be useful for 
guiding manual graph construction. Consensus among 
experts highlighted the hand-derived graph from Synthea 
as the most interpretable and possessing the most reli-
able rules.

Notably, the free-text responses provided insights 
beyond the scope of the research questions. In state-
ments regarding the general usability of the graphs for 

Fig. 4 The comparison of different graph complexity measurements on different sizes of the dataset. For better visual comprehension, the high 
scores of DYNOTEARS for average clustering on the full dataset size and the flow hierarchy for the dataset with 500 samples are omitted. All values 
can be found in Tables S1-S4
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representing patient therapies, some general criticism 
of the overall data structure was raised. As an example, 
one expert mentioned the need for additional metadata 
beyond the graph structure, for example regarding the 
intention of therapy (palliative or curative), to enhance 
the relevance and accuracy of the generated graphs in 
capturing clinical dynamics relevant for cancer registries.

Discussion
Processing clinical data in general and cancer registry 
data, in particular, presents a challenge due to the magni-
tude of noise and complexity inherent in medical records. 
The abundance of variables and the intricate interplay 
between them leads to complexity and makes extracting 
meaningful insights a challenging task.

While this complexity poses challenges for most of the 
compared algorithms, it contains potential for causal dis-
covery, too. Causal discovery appears important for this 
use case as it may debias the downstream graph repre-
sentation from purely statistical relationships, as simply 
extracting statistical quantities will lead to meaningless 
rules. For example, medical observations which occur 
independent of disease progression of the patient (e.g. 
blood sampling) will create a bottleneck in the resulting 
graph as all other medical observations prior would be 
displayed to lead to blood sampling. As it may be correct 
that a lot of medical observations are followed by blood 
sampling, displaying it as a bottleneck rather than a reoc-
curring observation is strongly biased. Since any medi-
cal observation can only occur once in a Synthea graph, 

however, this is the only way to display these statistical 
rules and highlights the need for a causal method which 
can distinguish which random variable responds to the 
presence of another in the causal ordering.

On the one hand, the experiments regarding varying 
dataset sizes unveiled robustness issues for most of the 
applied algorithms. Whereas the Markov chain is not able 
to break down a high-dimensional dataset into a compact 
set of rules, J-PCMCI+ and Direct LiNGAM are practi-
cally not applicable to high-dimensional data due to com-
putational complexity. Only TARM and DYNOTEARS 
were able to learn a compact set of temporal rules from 
the full dataset containing all lung cancer patients. On 
the other hand, despite learning a similarly sized graph 
representation from high-dimensional data, TARM and 
DYNOTEARS graphs displayed a maximum of 42-49% 
on the similarity measure. This strongly suggests that the 
causal discovery algorithm DYNOTEARS indeed learns 
qualitatively different rules compared to the basic statis-
tical TARM and can debias the graph. This observation 
is additionally supported by the qualitative evaluation, 
where experts assign higher scores regarding the reliabil-
ity of the causal approach.

During the experiment, we observed that each algo-
rithm resulted in graphs which are of different size 
and shape. Likely, these differences are due to the way 
in which rules are learned from patient trajectories by 
each algorithm. As the goal was to create an output as 
close to the original Synthea graph as possible, a highly 
hierarchical and connected graph representation is 

Fig. 5 Visualization of the algorithm runtimes in seconds per dataset. Whereas the two statistical algorithms (Markov and TARM) 
and the gradient-based causal discovery algorithm (DYNOTEARS) are similarly performant, the constraint-based causal discovery algorithm 
(J-PCMCI+) displays dissimilar computational complexity. The values for each algorithm are displayed in Table S5
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desired. The hierarchical structure of a graph is crucial 
for interpreting the nodes and edges as event sequences 
on a temporal dimension. However, since the flow hier-
archy within the learned graphs is intrinsic to the col-
lection of acquired rules and cannot be modified during 

post-processing, the data-driven graphs are likely to 
have encountered challenges during qualitative assess-
ment from experts. Especially DYNOTEARS graphs, 
which learned lagged causal relationships from the 
patient trajectories were likely to suffer from this. As 

Fig. 6 The adjacency matrix displaying the percentage of identical edges between all graphs in the study as a heatmap. Rows and columns are 
named after the format ‘Algorithm’ + ‘Dataset Number’. A cell describes how much the graph specified in the row overlaps with the graph specified 
in the column
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Synthea graphs do not explicitly display a time dimen-
sion, but rather do so implicitly through their hierarchy, 
DYNOTEARS likely suffered from information loss by 
mapping it into Synthea graphs. However, the experts 
considered the resulting output as already sufficient for 
initially supporting the creation of the graphs.

The presented study is not without limitations. First, 
the methods extracting direct causal relations are cur-
rently not able to estimate the more complex opera-
tions that Synthea offers, such as conditional statements 
or loops. Future research could explore these aspects to 
generate more expressive and accurate graph structures. 
Second, the inclusion of more medical experts would 
additionally improve the power of the qualitative analy-
sis. Finally, the visualization itself appears to matter sig-
nificantly. Given the comments of the qualitative analysis, 
the best grades for interpretability for the human-made 
graph result not only from its semantically meaningful-
ness but from the additional meaningful hierarchical 
order of the nodes. Accordingly, including this additional 
information requires further research.

In summary, while technology has not yet advanced 
to autonomously generate accurate graphs representing 
patient trajectories, it can serve as a valuable support tool 
for humans, enhancing their decision-making processes 

based on existing literature and insights extracted from 
the data.

Conclusions
Learning symbolic representations for synthetic data 
appears as a promising option to mitigate challenges asso-
ciated with the usage of clinical data. Synthesizing patient 
data from explicit representations is a non-negotiable 
requirement in medicine, as it is a central verifiable method 
for a real-world problem statement without a ground truth 
dataset. However, learning unsupervised graph representa-
tion from real patient histories is a task prone to statistical 
bias. Causal discovery can provide a solution to this issue, 
but most approaches are not scalable to high dimensions. 
Within the direct comparison of statistical approaches 
and causal discovery approaches, gradient-based causal 
discovery was found to be the most suitable approach. By 
adopting the required processes to a common data model 
like OMOP, the obtained results are utilizable for other 
types of clinical conditions, too. Accordingly, while the 
method might not be ripe for an unsupervised extraction of 
the governing rules, it holds the potential to assist human 
experts in creating verifiable knowledge bases for synthetic 
data.

Fig. 7 The reported values for the four statements which should be specified on the Likert scales with five elements. According to the experts, 
both graphs contain edges which do not make sense semantically. In the other statements, the graph generated by the causal discovery algorithm 
obtains better ratings
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