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Abstract
Background Accurate prediction of subject recruitment, which is critical to the success of a study, remains an 
ongoing challenge. Previous prediction models often rely on parametric assumptions which are not always met or 
may be difficult to implement. We aim to develop a novel method that is less sensitive to model assumptions and 
relatively easy to implement.

Methods We create a weighted resampling-based approach to predict enrollment in year two based on recruitment 
data from year one of the completed GRIPS and PACE clinical trials. Different weight functions accounted for a range 
of potential enrollment trajectory patterns. Prediction accuracy was measured by Euclidean distance for enrollment 
sequence in year two, total enrollment over time, and total weeks to enroll a fixed number of subjects, against the 
actual year two enrollment data. We compare the performance of the proposed method with an existing Bayesian 
method.

Results Weighted resampling using GRIPS data resulted in closer prediction evidenced by better coverage of 
observed enrollment with the prediction intervals and smaller Euclidean distance from actual enrollment in year 
2, especially when enrollment gaps were filled prior to the weighted resampling. These scenarios also produced 
more accurate predictions for total enrollment and number of weeks to enroll 50 participants. These same scenarios 
outperformed an existing Bayesian method for all 3 accuracy measures. In PACE data, using a reduced year 1 
enrollment resulted in closer prediction evidenced by better coverage of observed enrollment with the prediction 
intervals and smaller Euclidean distance from actual enrollment in year 2, with the weighted resampling scenarios 
better reflecting the seasonal variation seen in year (1) The reduced enrollment scenarios resulted in closer prediction 
for total enrollment over 6 and 12 months into year (2) These same scenarios also outperformed an existing Bayesian 
method for relevant accuracy measures.

Conclusion The results demonstrate the feasibility and flexibility for a resampling-based, non-parametric approach 
for prediction of clinical trial recruitment with limited early enrollment data. Application to a wider setting and long-
term prediction accuracy require further investigation.
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Introduction
To maximize the likelihood of success in clinical tri-
als, one must take into consideration the study design, 
patient recruitment and retention, study setup, conduct 
and analysis. When looking at patient recruitment, suc-
cessfully recruiting a prespecified number of trial partici-
pants is critical and remains challenging to the success 
of clinical trials. It has been reported that 86% of trials 
fail to finish on time and 60% are delayed or terminated 
due to low enrollment [1]. Even though clinical trial par-
ticipant satisfaction is high [2, 3], recruitment in trials 
is still highly challenging. The recruitment rate can be 
impacted by both external and internal factors [4], such 
as the COVID19 pandemic in 2020 which impacted a 
substantial number of clinical trials for many different 
reasons [5]. The topic of recruitment prediction in clini-
cal trials has been investigated by researchers in the U.S. 
and Europe, with an online resource being created by the 
British and Irish health system for the latter [6]. Recruit-
ment research has prioritized several questions to clinical 
trial stakeholders: Given the recruitment data we have so 
far, can we enroll the targeted number of subjects within 
the study period? How long will it take to recruit the 
remaining target number of patients, and do we need to 
adjust our predetermined recruitment strategy [7, 8]? 

Various types of prediction models for recruitment 
have been previously developed, including both stochas-
tic and deterministic methods [9, 10]. Despite the exis-
tence of these models, simpler prediction approaches are 
still preferred due to the additional complexity of imple-
mentation yet with unknown evidence of accuracy [11]. 
Previous prediction models have relied on the assump-
tions of specific distributions such as parametric assump-
tions, number of patients enrolled over a fixed interval 
for Poisson models [12, 13], assuming constant or varying 
recruitment rates among recruitment centers for Gamma 
distributions [14], or the reliance on prior information 
that is not always available with a Bayesian method [15, 
16]. Though it is challenging to accurately predict the 
recruitment rate, understanding the pattern of recruit-
ment may provide valuable information needed to model 
final recruitment, and make adjustment to the recruit-
ment strategy, as needed. As the actual recruitment pat-
tern is frequently affected by a number of factors, such 
as seasonal adjustments for disease [13, 17], unavailabil-
ity during holidays [17], reduced availability of staff due 
to exposure risk [4, 5], logistical issues [5], and other 
internal or external factors, previous prediction models 
will fail to meet necessary assumptions and cannot have 
optimal prediction. Inaccurate or overly optimistic esti-
mated recruitment rates may lead to missing recruitment 
targets, high dropout rates, and premature discontinu-
ation, negatively affect data integrity due to the delayed 

assessment and monitoring, and such trial disruption has 
resource, ethical, and care implications [5, 7, 11].

The objective for this project is to develop and test a 
novel and flexible recruitment model using a weighted 
resampling-based non-parametric approach for clini-
cal trials in inpatient settings. We also aim to compare 
the performance of the proposed method to an existing 
model in the literature.

Methods
We used recruitment logs from the Geriatric Recov-
ery Using Inpatient and Post-hospitalization Sup-
plementation (GRIPS, NCT03904615) [18] and the 
Feasibility Study of Post-hospitalization Interventions 
to Improve Physical Function in Older Adults (PACE, 
NCT02203656) [19], conducted in Acute Care for the 
Elderly (ACE) units [20] at the University of Texas 
Medical Branch (UTMB) (IRB# 18–0247 and 13–038). 
GRIPS originally planned to enroll 160 subjects and 
began recruiting patients in June of 2019. PACE origi-
nally planned to enroll 113 subjects and began recruiting 
patients in January of 2014. Inclusion criteria included 
participants aged 65 years or older and admitted to 
UTMB hospital for any acute medical condition, with 
PACE recruitment being expanded to include non-ACE 
unit patients in the second year. GRIPS was suspended 
due to difficulty in sourcing supplements and stopped the 
recruitment in March of 2022 with a total enrollment of 
70. Both recruitment logs included information on the 
date where patients were admitted to the hospital, all 
variables related to inclusion and exclusion criteria, over-
all eligibility, and final enrollment indicators. We sum-
marized the enrollment data counting patients that were 
finally enrolled weekly, given that daily recruitment plots 
were too sparse to interpret, and monthly sample size was 
too small to run resampling confidently. We then split the 
first two years of data into training and testing sets. The 
first-year data served as the empirical distribution to sim-
ulate the predicted enrollment for the second year using 
a weighted resampling approach. The weight functions 
account for how the resampling is conducted over time 
(see Figure S1 in supplementary digital content). Year 
one of GRIPS contained weeks where zero enrollment 
took place, due to systemic events such as the holiday 
season, clinic closure, staff shortage, or other reasons like 
patient unavailability, which implies a higher anticipated 
recruitment in year two. Year two of the PACE study was 
anticipated to have lower enrollment due to the availabil-
ity of the coordinator being reduced from 5 days a week 
to 3 due to patient obligations. The actual second year 
enrollment served as the validation set. Resampling was 
conducted with replacement under six scenarios that fit 
different circumstances for each study heading into year 
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two of recruitment. Each scenario corresponds to one 
(non-parametric) prediction model.

GRIPS
Scenario 1: Random sampling with replacement (Boot-
strapping). This scenario assumes an equal weight for 
each enrollment week, producing a constant enrollment 
rate. The constant enrollment rate reflects the assump-
tion that time of year does not influence recruitment (no 
seasonal effects).

Scenario 2: Weighted sampling was performed using a 
probability mass function of Binomial (51, 0.5). The prob-
ability mass function reflects the weights that we will 
use for the calendar time. We anchored the peak of the 
curve, or highest weight at the same calendar time to one 
we were going to predict. The weight was reduced gradu-
ally when we move away from that time. This assumes we 
have higher probability for those enrollments that likely 
follow the same pattern due to the seasonal effect. There-
fore, weighting was incorporated assuming certain sea-
sonality in recruitment, oversampling those weeks which 
are closer to the predicted time of year relative to times 
of year which are farther away.

Scenario 3: Sampling with the same weights used in 
scenario 2 but using augmented data. The weeks in year 
one where zero enrollment took place were filled by resa-
mpling using data from weeks with active enrollment 
within the same year. Gaps in enrollment were filled 
before the simulation was run. This strategy assumes 
enhanced enrollment, avoiding gaps in the second year.

Scenario 4: Sampling with the same weights used in 
scenario 2 except assuming zero weight during the weeks 
of U.S. federal holidays, effectively removing the eligibil-
ity of those weeks from the simulation.

Scenario 5: Sampling with weights, filling gap weeks 
and with holidays weighting zero. This strategy assumes 
enhanced enrollment in non-holidays only.

Scenario 6: To assess the impact of different weight 
functions, we modified the weighting function to calcu-
late weights using Cauchy (0,1) instead of Binomial. Gaps 
were filled and holidays weights were set to 0. The Cau-
chy (0,1) has a heavier tail than Binomial (51, 0.5) which 
results in increased weights from weeks further away 
from the calendar week.

Pace
Scenarios 1 and 2 are the same as in the GRIPS study 
above.

Scenario 3: A Cauchy (0, 1) distribution was used to 
calculate weights to assess the impact of different weight 
functions.

Scenarios 4, 5, and 6 were repeats of the first 3 scenar-
ios, however they used the first year’s weekly enrollment 
data reduced to 60% to simulate the anticipated 2 days a 

week in which enrollment could not occur due to being 
out of office.

These scenarios were implemented based on the 
change of circumstances from year one to year two and 
could be implemented both in other datasets and pro-
spectively in actively recruiting trials where settings are 
expected to change.

We generated 10,000 simulations for each of six differ-
ent scenarios. The following three indexes were calcu-
lated to measure the performance of the model in each 
scenario:

1. Median and 95% prediction interval at the 2.5 and 
97.5 percentiles for Euclidean distance (ED) between 
observed and simulated accumulation sequences.

2. Median and 95% projection band (2.5, 97.5 
percentiles) for total accumulated enrollment over 
time.

3. Median number of weeks required to enroll 50 
subjects with 95% prediction interval.

Simulation
For each of the scenarios, ten thousand simulations 
were generated. Each simulation consists of a one year 
accumulated weekly recruitment curve. First year of 
recruitment data corresponds cumulative enrollment 
with curve X = (X1, X2, . . . , X52), where Xi =

∑ i
j=1xj  

and xj corresponds to enrollment in week j. Simula-
tions to predict the second year are drawn from the 
first-year sample. The lth simulation corresponds to 
Yl = (Yl,1, Yl,2, . . . , Yl,52), where Yl,i =

∑ i
j=1yl,i  and 

yl,i ∈ {x1, x2, . . . , x52} with P (yl,i = xj) = wi,j . In the 
case of bootstrapping wi,j = 1

52 . In the binomial simu-

lations 
wi,j =

(
51

|26−|i−j||

)
0.5|26−|i−j||0.551−|26−|i−j||

.  
Finally, in Cauchy simulations wi,j  can be calculated by a 

normalization of f (xi,j)  where wi,j =
f(xi,j)∑ 52
k=1f(xk,j) and

 f (xi,j) = 1
π

[
1

[xi,j]2+1

]
 where f  is the standard Cauchy 

pdf and xi,j  takes values between 0 and 3, and its value is 
inversely proportional to the absolute difference between 
i  and j . The Cauchy weights correspond to the normal-
ized density of a truncated standard Cauchy between − 3 
and 3. In simulations where holiday week weights have 
been set to 0, a normalization like the Cauchy has been 
used.

For the measures of accuracy, we calculate the Euclid 
ean distance as dl =

√∑ 52
i=1(Yl,i − Xi)

2 .

To compare our methodology to an existing approach, 
we also generated simulations based on the methodology 
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and R package software developed by Jiang et al [15, 16, 
21]. The Bayesian model developed by Jiang et al. is the 
only model that comes with a freely available software 
package dedicated to predicting recruitment in clini-
cal studies. The Bayesian approach incorporates subjec-
tive knowledge about subject accrual rates through an 
informative prior distribution. These methods assume 
that the accrual rate is constant and that the waiting 
time follows an exponential distribution. In their meth-
ods, the strength of the prior distribution is controlled 
by a parameter P between 0 and 1. If P = 1, the prior is 
given weight equivalent to the proposed sample size of 
the study. If P = 0.5, the prior is given weight equivalent 
to half the proposed sample size. This means that half-
way through the study, the prior and the actual subject 
accrual data are given equal weight. If P = 0, the prior 
is effectively ignored. These 3 priors which hold P con-
stant are called “informative priors” (inf_p_00, inf_p_50, 
inf_p_100). Jiang et al [15, 16] incorporate to the exist-
ing model two extensions to make the choice of prior 
more objective: the accelerated prior (accelerate_prior) 
and the hedging prior (hedging_prior). In the accelerated 
prior, P decreases proportional to the number of subjects 
recruited. The hedging prior will down weight historical 
data that are inconsistent with the off-target prior.

We used an R package created for these methods [16] 
to compare with our methods. However, the functions 
of the existing package generate a prediction for a given 

time interval, not an accumulated sequence which is 
monotone increasing. We modified the functions to run 
sequenced predictions for each of 52 weeks of recruit-
ment to generate a correlated sequence. This modifi-
cation required each step to incorporate the previous 
simulation step as prior data and was more appropriate 
for comparison.

Results
Over the course of the GRIPS study, 70 total participants 
were enrolled with 60 participants enrolled by the end 
of year two which were used in this analysis. Mean age 
of the GRIPS study population utilized was 73.1 (stan-
dard deviation = 6.7), with 27 (38%) males and 44 (62%) 
females. Of this population, 61 (86%) were White, 10 
(14%) were Black. The population consisted of 2 (2.8%) 
Hispanic, and 69 (97.2%) non-Hispanic participants. 
Weekly enrollment rate during the GRIPS study was not 
constant. Various gaps exist within the data due to events 
such as staffing issues and the COVID19 lockdown 
(Fig.  1). If the underlying enrollment rate was constant, 
the time interval between consecutive recruitments 
would follow an exponential distribution on which many 
previous methods rely. With these recruitment gaps, the 
data do not appear to follow an exponential distribu-
tion (p-value = 0.02 by the test of Epps and Pulley for the 
Exponential distribution) [22].

Fig. 1 Recruitment Data by Week. Weekly enrollment pattern using the GRIPS: Geriatric Recovery Using Inpatient and Post-hospitalization Supplementa-
tion study (left) and PACE: Post-hospitalization Interventions to Improve Physical Function in Older Adults (right). Blue bars represent participants who 
have been screened. Red bars represent participants who are eligible for enrollment. Green bars represent participants who were ultimately enrolled. It 
is important to note that blue bars use a different scale than the red and green bars, by a scale factor of 2:1. Red and green bars share the same scale. All 
bars start at 0 on the x-axis
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In the PACE study, 113 total participants were enrolled 
with 94 participants enrolled by the end of year two 
which were used in this analysis. Mean age of the PACE 
study population utilized was 78.1 (standard devia-
tion = 7.4), with 36 (32%) males and 77 (68%) females. 
Of this population, 98 (87%) were White, 13 (12%) were 
Black. The population consisted of 14 (12%) Hispanic, 
and 99 (88%) non-Hispanic participants. Weekly enroll-
ment rate during the PACE study was not constant. 
While fewer gaps exist relative to the GRIPS study, PACE 
enrollment in year 2 was drastically lower than in year 1 
due to the anticipated schedule involving the coordinator 
being unable to enroll 2 days per week.

Figure 2 shows the predictions along with the observed 
year one and two enrollment sequences for the GRIPS 
study under the 6 different scenarios described in the 
Methods section. Table S1 in the supplementary digital 
content shows the results of the 3 indexes calculated for 
each scenario relative to the actual enrollment of year two 
(median ED = 94.2). Results of actual year one enrollment 

is presented to serve as a benchmark for heterogeneity 
between years. The bootstrapping simulations resulted in 
a constant rate of enrollment and a simulated sequence 
which appears as a constant slope (median ED = 87.7 
(45.6, 125.6)). All weighted samplings (scenarios 2–6) 
resulted in closer prediction evidenced by better cover-
age of the observed enrollment (red), and smaller ED rel-
ative to actual enrollment in year two (Table S1). Scenario 
4 has a slightly reduced ED relative to scenario 2 (median 
ED = 79.6 (45.6, 117.8) vs. 83.4 (48.2, 122.1)). Simulation 
after filling gaps (scenarios 3, 5, 6) further increases the 
accuracy of prediction with ED ranging between 49.2 and 
54.0. Actual year two enrollment displayed a deviation in 
the last 3–6 months of recruitment; however, scenarios 3, 
5, and 6 have smaller deviations.

The total enrollment observed in the actual year two 
GRIPS data was 41 participants. It took a total of 92 
weeks to enroll 50 participants in the actual trial. Sce-
narios 1, 2, and 4 performed similarly, with a total 
median recruitment in year two of 18 and 147–148 weeks 

Fig. 2 Median (95% prediction band) Enrollment of Year 2 vs. Enrollment across 6 different scenarios (GRIPS). Predicted median Year 2 enrollment (95% 
prediction band) vs. actual enrollment of Years 1 and 2 across 6 different scenarios. Blue lines represent the empirical data from year 1 enrollment. Red 
lines represent the observed enrollment data from year 2. Black lines represent the simulated median enrollment data from the 6 scenarios along with 
their respective prediction bands in the shaded regions
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to reach 50 subjects. Scenarios 3, 5, and 6 displayed 
improved performance, with a total median recruit-
ment in year two of 25–27 and 98–104 weeks to reach 50 
subjects.

Figure 3 shows the predictions along with the observed 
year one and two enrollment sequences for the PACE 
study under the 6 different scenarios described in the 
Methods section. Table S2 in the supplementary digi-
tal content shows the results of the 3 indexes calculated 
for each scenario relative to the actual enrollment of 
year two (median ED = 104.5). Bootstrapping (median 
ED = 87.7 (45.6, 125.6)) and Cauchy (0, 1) (median 
ED = 91.7 (35.7, 161.8)) scenarios improved upon the 
observed ED. The Binomial (51, 0.5) weighting scenario 
resulted in a median ED closer to the empirical ED (101.6 
(44.4, 171.5)). All scenarios using 60% enrollment data 
performed similarly and resulted in better prediction 
and smaller ED relative to actual enrollment in year two 
(Table S2). The Binomial (51, 0.5) prediction band flat-
tens sooner and may result in better prediction beyond 

12 months as seen by the plateau at the end of 2nd year 
enrollment (Fig. 3).

The total enrollment observed in the actual year two 
PACE data was 35 participants. It took a total of 40 weeks 
to enroll 50 participants in the actual trial. Scenarios 1, 2, 
and 3 which used 100% of year 1 as empirical data per-
formed similarly, with a total median recruitment in year 
two of 59 and 40–45 weeks to reach 50 subjects. Sce-
narios 4, 5, and 6 also performed similarly and displayed 
improved performance, with a total median recruitment 
in year two of 41 and 64–68 weeks to reach 50 subjects.

Figure 4 shows the comparison of our proposed method 
against an existing Bayesian method [16] using the GRIPS 
study. The graph on the top left shows ED between simu-
lated sequences and the actual enrolled sequence in year 
two. The red reference line is the distance between actual 
year one and year two enrollment. The Bayesian method 
[16] shows its best performance with inf_p_00 and hedg-
ing_prior for predicting ED. In our method, scenarios 
3, 5, and 6 considering seasonal fluctuation and filling 

Fig. 3 Median (95% prediction band) Enrollment of Year 2 vs. Enrollment across 6 different scenarios (PACE). Predicted median Year 2 enrollment (95% 
prediction band) vs. actual enrollment of Years 1 and 2 across 6 different scenarios. Blue lines represent the empirical data from year 1 enrollment. Red 
lines represent the observed enrollment data from year 2. Black lines represent the simulated median enrollment data from the 6 scenarios along with 
their respective prediction bands in the shaded regions
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enrollment gaps produced a smaller median ED for the 
predicted sequence. The Bayesian accrual method per-
forms similarly when predicting a fixed number of sub-
jects, with none of the Bayesian scenarios covering the 
observed number of weeks to reach 50 subjects in the 
actual recruitment data. In our method, scenarios 3, 5, 
and 6 showed improved performance over this exist-
ing method displaying coverage of the actual enrollment 
of year two. When predicting total number of subjects 
enrolled within a fixed time interval of year two, our sce-
narios 3, 5, 6 showed improved performance in predict-
ing recruitment in the first 6 months. Neither Bayesian 

method nor our methods are optimal if predicting 12 
months away.

Figure  5 shows the comparison of our proposed 
method against an existing Bayesian method [16] using 
the PACE study. The Bayesian method [16] shows its 
best performance with inf_p_00 and hedging_prior for 
predicting ED. In our method, scenarios 4, 5, and 6 con-
sidering a reduced weekly enrollment based on a known 
schedule change produced a smaller median ED for the 
predicted sequence. The Bayesian accrual method per-
forms similarly when predicting a fixed number of sub-
jects, with all Bayesian methods covering the observed 

Fig. 4 Comparison of Accrual package vs. Our Method across 3 indexes (GRIPS). Comparison between Bayesian accrual models and our proposed meth-
ods across median Euclidean Distance, median time to enroll 50 participants, and median total accumulated enrollment over time (split into 6 month 
and 12-month periods on right plots). The solid horizontal red reference line represents the observed Euclidean Distance between actual year one and 
year two (top left), the observed number of weeks to enroll 50 participants beginning in actual year one and ending in year two (bottom left), and the 
observed number of participants enrolled in a given timeframe in actual year two (top right and bottom right). The blue lines represent Accrual results 
across 5 types of priors. The red lines represent our method across 6 scenarios. Scenarios below the reference line in Euclidean Distance and time to enroll 
50 participants (left plots) are improvements upon actual year measurements. Scenarios above the reference line in median total enrolled (right plots) are 
improvements upon actual year 2 measurements
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weeks to reach 50 subjects in the actual recruitment data. 
In our method, scenarios 1, 2, and 3 produced smaller 
confidence intervals around the observed time to 50 sub-
jects. Scenarios 4, 5, and 6 did not cover the observed 
time to 50 subjects as they predicted lower enrollment 
than that seen during year one. When predicting total 
number of subjects enrolled within a fixed time interval 
of year two, our scenarios 4, 5, and 6 showed similarly 
improved performance in predicting recruitment in the 
first 6 months as well as 12 months. Neither Bayesian 
method nor our scenarios 1, 2, and 3 are optimal if pre-
dicting 12 months away.

Discussion
We developed a simulation-based non-parametric 
approach for predicting recruitment for randomized clin-
ical trials in elderly inpatient settings utilizing recruit-
ment data from the GRIPS and PACE studies. The GRIPS 
study began just before the COVID19 lockdown and 
could be anticipated that the enrollment would increase 
as the lockdown was lifted. The PACE study took place 
prior to the COVID19 pandemic and had an anticipated 
scheduling issue which would lead to lowered enrollment 
in the following years. These two studies represent differ-
ent enrollment outcomes in the real world. Using the first 

Fig. 5 Comparison of Accrual package vs. Our Method across 3 indexes (PACE). Comparison between Bayesian accrual models and our proposed meth-
ods across median Euclidean Distance, median time to enroll 50 participants, and median total accumulated enrollment over time (split into 6 month 
and 12-month periods on right plots). The solid horizontal red reference line represents the observed Euclidean Distance between actual year one and 
year two (top left), the observed number of weeks to enroll 50 participants beginning in actual year one and ending in year two (bottom left), and the 
observed number of participants enrolled in a given timeframe in actual year two (top right and bottom right). The blue lines represent Accrual results 
across 5 types of priors. The red lines represent our method across 6 scenarios. Scenarios below the reference line in Euclidean Distance and time to enroll 
50 participants (left plots) are improvements upon actual year measurements. Scenarios above the reference line in median total enrolled (right plots) are 
improvements upon actual year 2 measurements
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year of recruitment data, 6 different scenarios were simu-
lated and compared to the actual enrollment data from 
year two as well as an existing Bayesian accrual method 
[15, 16]. Of these 6 scenarios using the GRIPS data, those 
that generated weighted sampling scenarios and filled 
enrollment gaps (scenarios 3, 5, and 6) consistently out-
performed or matched all other models until predicting 
total enrollment at 12 months, where all tested meth-
ods performed less than optimally. For the 6 scenarios 
using the PACE data, those which used a reduced weekly 
enrollment outperformed all other models apart from 
predicting the number of weeks to 50 subjects, where 
these scenarios predicted lower enrollment than the 59 
observed during year one, which was anticipated.

When comparing our scenarios to the actual observed 
enrollment in year two of the GRIPS study, scenario 1 
(bootstrapping) resulted in similar ED and appears visu-
ally as a constant slope, which was expected as it reflects 
the assumption of an equal random sampling weight for 
each week. Scenarios 2–6 all utilized a weighted sampling 
technique which improved the accuracy of prediction. 
The similar performance between scenarios 2 and 4 sug-
gest that adjusting the sampling weight due to holidays, 
while it still improves prediction accuracy in this case, 
may not be as effective as other weighting strategies. The 
weighted sampling scenarios which also filled enrollment 
gaps (scenarios 3, 5, and 6) produced the most accurate 
predictions and lowest ED relative to the actual year two 
enrollment. Scenarios 3 and 5 yielded similar ED. How-
ever, scenario 5, which accounted for holidays, is deemed 
a more reasonable strategy in recruitment. Scenario 6 
utilized a Cauchy (0, 1) weighted distribution while filling 
enrollment gaps as well as adjusting weights for holiday 
weeks. Scenario 6 distributed the sampling weights over a 
wider range to simulate a lower frequency of enrollment 
fluctuations. Scenarios 5, and 6 performed similarly; 
however, scenario 6 appears visually like the bootstrap-
ping scenario with a near constant slope until the last 3 
months due to its wider sampling weights.

All 6 scenarios using the GRIPS data began to deviate 
from the observed year two enrollment during the last 
3–6 months. The deviation in late year two is due to the 
observed dramatic increase in enrollment in the actual 
year two data while the simulated predictions were based 
on the observed rate in year one. This dramatic difference 
in enrollment between actual year one and actual year 
two may be associated with several factors, such as the 
COVID19 shutdowns during year one, competing stud-
ies which occurred during year one, and the training of 
an additional study coordinator during the study. These 
issues during year one were resolved during year two. 
Because of this important difference between predicted 
and observed enrollment, all scenarios underperformed 
when compared to the observed total enrollment in year 

two. Scenarios 1, 2, and 4 performed similarly in this 
regard. Scenarios 3, 5, and 6 again provided a more accu-
rate prediction. Scenarios 3, 5, and 6 all provided cover-
age of the observed year two enrollment until beyond 
week 42. After week 42, the actual year two enrollment 
elevates drastically, resulting in a much higher total 
enrollment compared to any of the simulated scenarios.

When looking at the number of weeks to enroll a fixed 
number of 50 participants, a similar pattern began to 
emerge. Scenarios 1, 2, and 4, which did not account for 
enrollment gaps, all performed similarly and required 
many more weeks to reach 50 total enrollments. Scenar-
ios 3, 5, and 6, which filled any gaps in enrollment, again 
showed an improvement in prediction accuracy when 
compared to the actual year two enrollment.

Using the PACE study data, it was anticipated that 
enrollment in year 2 would be lower than year 1 due to 
the coordinator being out of office for 2 days a week. Sce-
nario 1 (bootstrapping) again resulted in a similar ED to 
actual year 1 as expected. However, this time scenario 2 
which used a Binomial (51, 0.5) weight function produced 
the most similar ED to actual year 1 of our 6 scenarios. 
Scenario 3 which utilized a Cauchy (0, 1) weight func-
tion performed similarly to scenarios 1 and 2. Scenarios 
4, 5, and 6 all used version of the year 1 weekly enroll-
ment which was reduced to 60% to simulate the 3 days 
a week that enrollment could occur in year 2. Because of 
this, scenarios 4, 5, and 6 all had the lowest ED and tight-
est confidence bands.

Scenarios 1, 2, and 3 using the entirety of the PACE 
year 1 data overestimated the total number of patients to 
be enrolled in year 2. This was expected as they did not 
account for the reduced availability of the coordinator. 
Scenarios 4, 5, and 6 which used a reduced weekly enroll-
ment all similarly produced a more accurate estimate of 
the total enrolled in year 2. However, scenarios 1, 2, and 
3 did accurately estimate the total weeks needed to reach 
50 enrolled patients with scenario 2 (Binomial (51, 0.2)) 
producing the most accurate result. Scenarios 4, 5, and 6 
overestimated the number of weeks needed to enroll 50 
patients. In the actual data, more than 50 patients were 
already enrolled by the end of year 1, so this specific 
question may be less relevant for this study which used 
the first year to predict the second. While scenarios 4, 5, 
and 6 all performed similarly, scenarios with weight func-
tions [5, 6] better captured the seasonal variation across 
recruitment period.

Many of the Bayesian methods assume that the accrual 
rate is constant and that the waiting time follows an expo-
nential distribution. When using an existing Bayesian 
accrual method [16] with the GRIPS data, the inf_p_00 
and hedging_prior resulted in the smallest predicted ED, 
but all approaches performed similarly. All our scenar-
ios outperformed the existing Bayesian method and the 
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actual ED between year one and year two enrollment in 
terms of whether it contained a lower possible ED. The 
inf_p_00 approach is like our scenario 1 (bootstrapping) 
which assumes an equally weighted random sampling. 
Scenarios 3, 5, and 6 which involved weighted sampling 
and filled enrollment gaps produced the lowest possible 
EDs. These results remained consistent for time to enroll 
50 participants and total enrollment at 6 months in year 
two. Scenarios 3, 5, and 6 all required their own assump-
tions to be met such as determining the sampling weight, 
filling enrollment gaps, or accounting for holidays. How-
ever, these assumptions are based more on recruitment 
strategy such as enhanced enrollment during periods 
of zero enrollment, and the utilization of existing data 
rather than assuming a constant rate or requiring specific 
distributions of previous years. The type of input for our 
scenarios is easy for the investigator to obtain.

When using the Bayesian accrual methods [16] on the 
PACE data, inf_p_100 and heading_prior resulted in 
the smallest ED, but again all methods performed simi-
larly. All Bayesian methods performed similarly to our 
scenarios 1, 2, and 3 when predicting year 2 in terms 
of containing the smallest possible ED, with our sce-
narios having smaller confidence bands and performing 
closer to the observed year 1 ED. Our scenarios using 
a reduced weekly enrollment (scenarios 4, 5, and 6) all 
outperformed the Bayesian methods using 100% enroll-
ment data and resulted in the tightest confidence bands. 
All methods and scenarios which used 100% enrollment 
data from year 1 contained the observed time to enroll 50 
participants, with our scenarios 1, 2, and 3 again result-
ing in tighter confidence bands. All methods and sce-
narios using 100% enrollment data performed similarly 
when predicting total participants enrolled at 6 months. 
At 12 months, the larger confidence bands of the Bayes-
ian methods resulted in closer coverage, but none of the 
methods nor our scenarios using 100% enrollment data 
performed optimally. Scenarios 4, 5, and 6 which used 
60% enrollment data were the only scenarios to cover the 
observed total participants enrolled at 6 and 12 months 
while also resulting in the tightest observed confidence 
bands.

Our approach is applicable to the monitoring phase 
with early enrollment data available. This analysis used 
1 year of empirical data, but it is feasible to use much 
less. However, our method would assume that the future 
months would follow the same pattern as the empirical 
distribution, which may not accurately reflect seasonal 
fluctuations. If a smaller initial enrollment sample is all 
that is available, the scope of prediction would need to 
be narrow or require more input from the investigator 
at the time of prediction. The current empirical mod-
els include 18 participants (GRIPS) and 59 participants 
(PACE) in year one. We anticipate that projection model 

performance improves with larger enrollment sample 
size.

There are several strengths of our method. The reliance 
on a constant accrual rate or specific distribution is com-
mon to many of the previous methods. Our proposed 
method relaxes these parametric assumptions by using 
non-parametric approaches (empirical recruitment pat-
tern) for the model. Our approach is data-driven, more 
flexible to account for unknown underlying impacting 
factors, and requires limited information, primarily only 
a recruitment log. Using our method, arbitrary enroll-
ment patterns such as seasonal effects, staffing issues, 
or interruptions caused by pandemics can be mod-
eled inherently by the clinical investigator who does not 
anticipate these gaps in enrollment to repeat in future 
recruitment periods. This is methodologically innovative 
and will allow the generation of a new approach that can 
inform clinical trial stakeholders in the decision-making 
process for whether to stop the trial or introduce amend-
ments to the experimental design or ultimate trial goal.

However, there are several limitations to consider. 
Long-term prediction using our method does not seem 
to provide an advantage over previous methods. Pre-
dicted enrollment at 12 months was not optimal with 
our method nor was the existing Bayesian method unless 
enrollment could be anticipated to change by a quantifi-
able amount as seen using the PACE data. Unforeseen 
dramatic changes in enrollment patterns which occur in 
the predicted year cannot be accounted for, such as the 
elevated enrollment seen in the actual recruitment after 
week 42 in year two in the GRIPS data. Our method was 
applied to randomized clinical trials in elderly inpatient 
settings. The accuracy of prediction in other settings is to 
be determined.

We would like to extend our method to other types of 
settings, such as outpatient enrollment or community 
sample, other type of interventions, and multi-site tri-
als. Our method is easily adaptable to predict recruit-
ment for subgroups based upon patient characteristics. 
Interim updates to the empirical distribution throughout 
the enrollment process to provide an updated predic-
tion need to be assessed to better understand how addi-
tional enrollment data affects our projections. We would 
also like to apply our methods to real trial monitoring to 
test the validity of our prediction method, which has not 
been established for many other prediction methods [11]. 
Finally, we plan to integrate recruitment and develop a 
Shiny app for use during the monitoring phase of trial 
protocols.

Conclusions
It is feasible to use the simulation-based non-parametric 
approach to predict clinical trial recruitment where there 
is early enrollment data but limited information in an 
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elderly inpatient setting. The proposed weight function 
in the resampling accommodates arbitrary enrollment 
patterns and anticipated changes in future enrollment 
periods and outperforms bootstrapping and an existing 
Bayesian method. Our method is easily adaptable under 
various scenarios with minimal input from the clini-
cal investigator. Further refinement of our approach is 
needed to improve long-term prediction accuracy and 
extend the method to a wider setting.
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