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Abstract
Background There is a growing trend to include non-randomised studies of interventions (NRSIs) in rare events 
meta-analyses of randomised controlled trials (RCTs) to complement the evidence from the latter. An important 
consideration when combining RCTs and NRSIs is how to address potential bias and down-weighting of NRSIs in the 
pooled estimates. The aim of this study is to explore the use of a power prior approach in a Bayesian framework for 
integrating RCTs and NRSIs to assess the effect of rare events.

Methods We proposed a method of specifying the down-weighting factor based on judgments of the relative 
magnitude (no information, and low, moderate, serious and critical risk of bias) of the overall risk of bias for each NRSI 
using the ROBINS-I tool. The methods were illustrated using two meta-analyses, with particular interest in the risk 
of diabetic ketoacidosis (DKA) in patients using sodium/glucose cotransporter-2 (SGLT-2) inhibitors compared with 
active comparators, and the association between low-dose methotrexate exposure and melanoma.

Results No significant results were observed for these two analyses when the data from RCTs only were pooled 
(risk of DKA: OR = 0.82, 95% confidence interval (CI): 0.25–2.69; risk of melanoma: OR = 1.94, 95%CI: 0.72–5.27). When 
RCTs and NRSIs were directly combined without distinction in the same meta-analysis, both meta-analyses showed 
significant results (risk of DKA: OR = 1.50, 95%CI: 1.11–2.03; risk of melanoma: OR = 1.16, 95%CI: 1.08–1.24). Using 
Bayesian analysis to account for NRSI bias, there was a 90% probability of an increased risk of DKA in users receiving 
SGLT-2 inhibitors and an 91% probability of an increased risk of melanoma in patients using low-dose methotrexate.

Conclusions Our study showed that including NRSIs in a meta-analysis of RCTs for rare events could increase the 
certainty and comprehensiveness of the evidence. The estimates obtained from NRSIs are generally considered 
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Introduction
Evidence from high-quality randomized controlled tri-
als (RCTs) is considered the gold standard for assessing 
the relative effects of health interventions [1]. However, 
RCTs have a strictly experimental setting and their inclu-
sion criteria may limit their generalizability to real-world 
clinical practice [2]. Meta-analyses often ignore evidence 
from non-randomized studies of interventions (NRSIs) 
because their estimates of relative effects are more likely 
to be biased, especially if bias has not been adequately 
addressed. In recent years, there has been considerable 
development in the methods used in NRSIs, with a par-
ticular focus on causal inference [3]. NRSIs could com-
plement the evidence provided by RCTs and potentially 
address some of their limitations, especially in cases 
where an RCT may be impossible to conduct (e.g., rare 
diseases), inadequate (e.g., lower external validity), or 
inappropriate (e.g., when studying rare adverse or long-
term events) [4].

The study of rare events is one scenario in which evi-
dence from NRSIs complements that from RCTs [4]. 
Rare events often occur when investigating rare adverse 
effects of health interventions. The results of RCTs may 
be very sparse due to smaller sample sizes and short fol-
low-up periods [5], with some trials not observing any 
events at all, resulting in low statistical power [6]. NRSIs 
are important for studying rare adverse events because 
of the larger sample size and longer follow-up up [7]. 
NRSIs are increasingly included in systematic reviews 
and meta-analyses of rare adverse events evaluations to 
complement the evidence from RCTs [8]. Several tools, 
frameworks and guidelines exist to facilitate the combi-
nation of evidence from RCTs and NRSIs [4, 9–11]. How-
ever, the inclusion of NRSIs in a meta-analysis of RCTs 
is a complex challenge because estimates derived from 
NRSIs should be interpreted with caution [12].

Bun et al. [8] reviewed meta-analyses that included 
both RCTs and NRSIs published between 2014 and 2018 
in five leading journals and the Cochrane Database of 
Systematic Reviews. They found that 53% of studies 
combined RCTs and NRSIs in the same meta-analysis 
without distinction. However, there are fundamental dif-
ferences between RCTs and NRSIs in design, conduct, 
data collection, analysis, etc [4]. These differences may 
raise questions about potential bias and conflicting evi-
dence between studies. Therefore, combining results and 
ignoring design types may lead to misleading conclusions 
[13]. Statistical methods for generalized evidence synthe-
sis approaches have been proposed to combine evidence 

from RCTs and NRSIs [13–15]. Verde and Ohmann [14] 
have provided a comprehensive review of the methods 
and applications of combining the evidence from NRSIs 
and RCTs over the last two decades. They categorized 
statistical approaches into four main groups: the confi-
dence profile method [16], cross-design synthesis [17], 
direct likelihood bias modelling, and Bayesian hierarchi-
cal modelling [18]. Bayesian methods are gaining increas-
ing attention because of their outstanding flexibility in 
combining information from multiple sources. Verde [15] 
recently proposed a bias-corrected meta-analysis model 
for combining studies of different types and quality. Yao 
et al. [13] conducted an extensive simulation study to 
evaluate an array of alternative Bayesian methods for 
incorporating NRSIs into rare events meta-analysis of 
RCT, and found that the bias-corrected meta-analysis 
model yielded favorable results.

Most methods are based on normal approximations for 
both RCTs and NRSIs studies, because the aggregated 
data, i.e. the treatment effect estimates with the corre-
sponding standard errors, are usually available for NRSIs. 
Most of these methods use RCTs as anchors and adjust 
for bias in NRSIs to ultimately obtain a pooled estimate 
[19]. However, there are dangers in using a normal distri-
bution for rare events meta-analysis of RCTs [20]. If there 
are problems in modelling the RCT anchor, this would 
affect the final pooled result. In the context of rare events 
meta-analysis of RCTs, many studies have confirmed that 
the use of exact likelihoods, such as the binomial-normal 
hierarchical model for RCTs, may be preferable [21]. 

In order to account for the differences in study design 
between RCTs and NRSIs, a power prior approach is a 
good potential option [22]. This approach allows down-
weighting of the NRSIs, so that the data from this type of 
study contribute less than the data from RCTs when they 
have the same precision before down-weighting. In this 
study, we used exact likelihoods for RCTs as an anchor, 
and an informative prior distribution on the treatment 
effect parameter is derived from NRSIs through a power 
prior method [23]. Compared with prior methods, this 
method does not depend on normal approximations, and 
the results may be more accurate. An important consid-
eration for the power prior approach is how to set the 
values of the down-weighting factor to account for the 
potential bias in the pooled estimates [4]. The common 
approach is to elicit expert opinion regarding the range 
of plausible values for the bias parameters [24, 25]. How-
ever, this process is time consuming and it can be difficult 
to pool opinions from different experts [26].

to be biased, and the possible influence of NRSIs on the certainty of the combined evidence needs to be carefully 
investigated.
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Therefore, the aim of this study was to explore the use 
of a power prior within a Bayesian framework to inte-
grate RCTs and NRSIs [27]. This approach did not adjust 
for the possible bias in the point estimates and only took 
into account the down-weighting of the NRSIs in the 
pooled estimates, with an uncertainty reflected in the 
down-weighting factor. We also proposed a way of speci-
fying the down-weighting factor based on judgments of 
the relative magnitude (no information, and low, moder-
ate, serious and critical risk of bias ) of the overall risk of 
bias for each NRSI using the ROBINS-I tool [28], leading 
to transparent probabilities and therefore more informed 
decision making.

Methods
For this study, we re-analyzed the two recently published 
meta-analyses of the risk of diabetic ketoacidosis (DKA) 
in patients using sodium/glucose cotransporter 2 (SGLT-
2) inhibitors compared with active comparators [29], and 
the association between low-dose methotrexate exposure 
and melanoma [30]. Our study did not require ethics 
committee approval or patients consent, as it is a second-
ary analysis of the publicly available datasets.

Data
The first meta-analysis was conducted by Alkabbani et al. 
[29]. This study used evidence from RCTs and NRSIs to 
investigate the risk of DKA associated with one or more 
individual SGLT-2 inhibitors. The meta-analysis included 
twelve placebo-controlled RCTs, seven active-compara-
tor RCTs, and seven observational studies. All the NRSIs 
were retrospective, propensity score-matched cohort 
studies. Our primary concern was whether SGLT-2 inhib-
itors increased the risk of DKA compared with the active 
comparator. We included all studies in the initial analy-
sis, then we performed a sensitivity analysis by excluding 
one NRSI because its control was not an active compara-
tor [31]. The second meta-analysis was done by Yan et al. 
[30]. This meta-analysis included six RCTs and six NRSIs 
for the primary analysis. For the NRSIs, two case-control 
studies and four cohort studies were included.

Assessment of the risk of bias
The risk of bias is assessed at the outcome-level and not 
study-level, if a study includes multiple outcomes, multi-
ple risk of bias assessments should be performed. For the 
outcome from both RCTs and NRSIs, there are widely 
available tools that can be used to assess the risk of bias 
[32, 33]. For the both two meta-analyses, the first origi-
nally assessed the quality of both RCTs and NRSIs using 
the checklist proposed by Downs et al. [34], the second 
used the Cochrane risk-of-bias tool [35] for RCTs and 
the Joanna Briggs Institute checklist [36] for NRSIs. In 
this study, we reassessed the risk of bias for each study 

included in the two meta-analyses. The Cochrane risk-
of-bias tool (RoB 2) was used for RCTs [35], as this is 
already an established practice for assessing the quality of 
RCTs. The RoB 2 table takes into account the following 
domains: bias arising from the randomization process, 
bias due to deviations from intended interventions, bias 
in missing outcome data, bias in the measurement of the 
outcome, and bias in the selection of the reported result 
[35]. Each domain is classified into three categories: “low 
risk of bias,” “some concerns,” or “high risk of bias.” [35]. 
The response options for an overall risk-of-bias judgment 
are the same as for individual domains.

The choice of assessment tool for NRSIs is therefore 
a critical consideration, as it may affect the selection of 
NRSIs for quantitative analysis and the credibility of sub-
sequent meta-analysis results. For NRSIs, we used the 
ROBINS-I tool. This tool covers most of the issues com-
monly encountered in NRSIs [9] and assesses the risk of 
bias of NRSIs in relation to an ideal (or target) RCT as 
the standard of reference [28]. In other words, an NRSI 
that is judged to have a low risk of bias - using ROBINS-
I - is comparable to a well-conducted RCT [37]. The 
ROBINS-I tool takes into account the following domains: 
pre-intervention (bias due to confounding, bias in the 
selection of participants into the study), at intervention 
(bias in classification of interventions), post-intervention 
(bias due to deviations from intended interventions, bias 
due to missing data, bias in measurement of outcomes, 
bias in selection of the reported result). Each domain is 
classified into five categories: “Low risk of bias” or “Mod-
erate risk of bias” or “Serious risk of bias” or “Critical 
risk of bias” or “No information”. The“No Information” 
category should be used only when insufficient data are 
reported to permit a judgment of bias. The response 
options for an overall risk of bias judgement are also the 
same as for individual domains.

In the Bayesian analysis section, we showed how to 
specify the down-weighting factor based on judgments 
of the relative magnitude (i.e. no information, and low, 
moderate, serious and critical risk of bias) of the overall 
risk of bias for each NRSI using the ROBINS-I tool.

The conventional random effects model
The pooled odds ratio (OR) was calculated for the both 
two meta-analyses using the conventional random-
effects model, also known as the naïve data synthe-
sis method. A random-effects model was employed to 
account for potential heterogeneity between-studies. 
This method was also the most commonly used in the 
empirical analysis [8]. Between-study variance was esti-
mated using restricted maximum likelihood estimation. 
The level of variability due to heterogeneity rather than 
chance was assessed using the I2 statistic, and subgroup 
analyses were conducted by type of study design (RCTs 
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vs. NRSIs). We used of continuity correction (adding 0.5) 
for zero-event trials. All analyses were performed with R 
software (version 4.1.1, R Foundation for Statistical Com-
puting, Vienna, Austria) using the meta package (version 
4.19-0) [38]. 

Bayesian analysis
We used the power prior method to combine the data 
from RCTs and NRSIs, which combines the likelihood 
contribution of the NRSI, raised to the power param-
eter of alpha (α ), with the likelihood of the RCT data 
[22]. The power prior approach allows to down-weigh 
the NRSI, thus making the data from this type of stud-
ies contribute less compared to data obtained from the 
RCTs. The power prior is constructed as the product 
of an initial prior and the likelihood of the NRSIs’ data 
with a down-weighting factor α ∈ [0,1] . [22] Defined as: 
π (µ |NRSI, α ) ∝ L (µ |NRSI)α π (µ ), π (µ )  is the 
initial prior before the NRSIs’ data is observed. α  with 
zero meaning that NRSI is entirely discounted, and with 
one indicating that NRSI is considered at ‘face-value’. α  
is fixed and often specified based on the confidence to be 
placed in the NRSIs or determined based on data from 
the NRSIs and the RCTs in a dynamic way [39]. Here, we 
treated the α  as random to be estimated by using the full 
Bayesian methodology. For multiple NRSIs, we assign 
different independent down-weighting factors α m  for 
each of the NRSI’s data [40], α ∈ {α 1, α 2, . . . , α M} . 
We assumed M NRSIs and K RCTs, the overall joint pos-
terior distribution is given by [41]:

 

π (µ , α|NRSI, RCT ) ∝
[∏

K
i L (µ |RCTi)

]
[∏

M
mL(µ |NRSIm)

α mπ (α m)
]
π (µ )

where L (µ |Y ) is the likelihood of µ  given data Y, data 
are split into the part obtained from RCTs and part from 
NRSIs to form separate likelihood contributions and then 
combined (with the down-weighting factor for NRSIs’ 
data) to give the overall posterior distribution.

The likelihood of non-randomized studies of interventions
The NRSIs’ is modelled using the normal-normal hierar-
chical random effects meta-analysis model with a weight 
indexed by α . The model can be written as:

 
θ̂ m ∼ N

(
θ m, SE

(
θ̂ m

))

 θ m ∼ N(µ , τ 2
NRSI)

Where m = 1, 2, …, M denotes NRSI m. θ̂ m  and SE
(
θ̂ m

)
 

are the observed relative treatment effect and the corre-
sponding standard error for study m, respectively. Both 
the treatment effect (θ̂ m ) and standard error (SE

(
θ̂ m

)

) are calculated on the log OR scale. θ m  denotes the true 
treatment effect for study m. µ  represents the overall 
combined effect and τ 2

NRSI  is the between-study vari-
ance. We assign a weakly informative prior (WIP) to the 
treatment effect and the heterogeneity parameter, which 
is a normal prior with mean 0 and standard deviation 
2.82 for the treatment effect [µ ∼ N (0, 2.82)] [42] and a 
half-normal prior with scale of 0.5 for the heterogeneity 
parameter τ NRSI [τ NRSI ∼ HN (0.5)] [43]. The WIP of 
the treatment effect has two advantages. First, the normal 
prior is symmetric and the OR is constrained from 1/250 
to 250 with a 95% probability. Second, it was consistent 
with effect estimates obtained from 37,773 meta-analysis 
datasets published in the Cochrane Database of System-
atic Reviews [42].

The likelihood of randomized controlled trials
We consider a set of k RCTs with a binary outcome. In 
each trial i ∈ (1, 2, . . . K) , π it (π ic ), nit (nic), and 
rit (ric) denote the probability of the event, number of 
subjects, and event counts in the treatment (control) 
group, respectively. The number of events is modeled to 
follow a binomial distribution: rit ∼ Bin(nit, π it)  and 
ric ∼ Bin(nic, π ic). Under a random-effects assumption, 
a commonly-used Bayesian binomial-normal hierarchical 
model can be written as follows [44, 45]:

 logit (π it) = µ i

 logit (π ic) = µ i + θ i

Where the µ i  are the fixed effects describing the base-
line risks of the event in study i, θ i ∼ N

(
µ , τ 2

RCT

)
,µ is 

the mean treatment effect and τ RCT  measures the het-
erogeneity of treatment effects across RCTs.

To ensure full Bayesian inference, we need to specify 
the prior distributions for the parameters µ i andτ RCT . 
For µ i,  we assume a vague normal prior µ i ∼ N

(
0, 102

)

. A weakly informative prior (WIP) is assigned for the 
heterogeneity parameter τ RCT , that is, a half-normal 
prior with scale of 0.5 [ τ RCT ∼ HN (0.5)] [46].

Down-weighting factor
The down-weighting factor can be interpreted as the 
quality of the study, we could set its magnitude according 
to the risk of bias of each NRSI [47, 48]. This approach 
follows standard health technology assessment methods, 
where the risk of bias is assessed at the individual out-
come level. In ROBINS-I, a NRSI was classified as “Low 
risk of bias” or “Moderate risk of bias” or “Serious risk of 
bias” or “Critical risk of bias” or “No information” based 
on the risk of bias assessment. If a NRSI was assessed as 
having a “Low risk of bias,” we set the down-weighting 
factor to 1. This is because a low risk of bias in a NRSI, 
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as assessed by ROBINS-I, indicates that the quality of 
the study is comparable to that of a well-conducted RCT 
[37].

For the other categories, we consider α m as scale ran-
dom variables and we model it as beta distribution.

 αm ∼ beta(ν, 1)

To elicit a value of 𝜈, we can use the prior mean [15], 
which is

 
E (α m) =

ν

ν + 1

If we take 𝜈 = 0.5, which corresponds to down-weighting 
in average 1-E (α m)= 0.67 for the low-quality studies.

We set the down-weighting factor for the NRSI as α m  
~ beta (4, 1) if it was assessed as having a “Moderate risk 
of bias”, which corresponds to a down-weighting in the 
average 1-E(α m ) = 0.2; or α m  ~ beta (1.5, 1) if it was 
assessed as “Serious risk of bias”, which corresponds to a 
down-weighting in the average 1-E(α m ) = 0.4, or α m  ~ 
beta (0.25, 1) if it was assessed as “Critical risk of bias”, 
which corresponds to a down-weighting in the average 
1-E(α m ) = 0.8 [49]. If a study was rated as “No informa-
tion” we handled this case as a “Critical risk of bias” from 
a conservative perspective.

Sensitivity analysis
Spiegelhalter and Best [50] proposed to give a set of fixed 
values (i.e. 0.1, 0.2, 0.3, 0.4) to discount low-quality stud-
ies and to perform a sensitivity analysis. Efthimiou et al. 
[51] set the down-weighting factor with a uniform distri-
bution, e.g. uniform (0, 0.3), uniform (0.3, 0.7), and uni-
form (0.7, 1) represent places of low, medium and high 
confidence in the quality of the evidence. Therefore, we 
performed a sensitivity analysis to compare the results of 
our method with those of the Spiegelhalter and Best [50] 
and Efthimiou et al. [51]. For the method proposed by 
Spiegelhalter and Best [50], we provided a set of results 
using different values (i.e. 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.8, 0.9, 1). For the method used by Efthimiou et al. [51], 
we set the down-weighting factor for the NRSI as α m ~ 
uniform (0, 0.3), α m ~ uniform (0.3, 0.7), and α m ~ uni-
form (0.7, 1) if a NRSI was assessed to have a “Critical 
risk of bias”, “Serious risk of bias”, and “Moderate risk of 
bias”, respectively.

Model implementation
All point estimates (OR) are presented with 95% cred-
ible interval (CrI). In addition, we calculated the poste-
rior probabilities of any risk (OR > 1) and of meaningful 
clinical association (defined as OR > 1.15, i.e., at least 
15% odds increase in outcomes) [52]. We assessed the 

posterior distribution of the between-study standard 
deviation (τ, a proxy for heterogeneity) by calculating the 
posterior probabilities of “small [τ∈ (0, 0.1)]” “reason-
able [τ∈ (0.1, 0.5)]” “fairly high [τ∈ (0.5, 1)]” and “fairly 
extreme [τ∈ (1, infinity)]” heterogeneity [53].

We performed Bayesian analysis using the RStan pack-
age (version 2.21.3). We fitted four chains for each model, 
each with 5,000 iterations. In each chain, we took the first 
2,500 iterations as a warm-up and thinned the remain-
ing 2,500 iterations by one. We performed convergence 
checks; convergence was judged to have occurred when 
R̂  (the potential scale reduction factor) was no greater 
than 1.1 for all parameters [54]. Overall, convergence was 
achieved.

Results
Study characteristics
Tables  1 and 2 show the basic characteristics of the 
included RCTs and NRSIs for the first and second meta-
analyses, respectively. In the first meta-analysis, the 
majority of subjects were men, with a mean age of 46.0 
to 74.2 years. Length of follow-up ranged from 0.54 to 
2 years for the RCTs and from 0.5 years to 12 years for 
the NRSIs. A total of 8 DKA outcomes were reported in 
all RCTs, which included 8,100 patients, resulting in an 
incidence rate of 0.1%. For all NRSIs, we observed 2,693 
DKA events in 1,311,868 patients, for an incidence rate 
of 0.2%.

In the second meta-analysis, the majority of subjects 
were women, with a mean age of 53.0 to 74.0 years. 
Length of follow-up ranged from 6 to 27.6 months for 
RCTs and from 6 to 16.4 months for NRSIs. A total of 21 
melanoma outcomes were reported in six RCTs involv-
ing 11,810 patients, giving an incidence rate of 0.2%. In 
all NRSIs, 16,628 melanoma outcomes were observed in 
773,876 patients, for an incidence rate of 2.1%.

Risk of Bias Assessment
The risk of bias assessment for the included studies in 
the two meta-analyses is detailed in Tables S1-S4 in the 
Supplementary. In the first meta-analysis, 4 RCTs were 
assessed as ‘some concern’, 2 as ‘low risk’ and 1 as ‘high 
risk’; 5 NRSIs were assessed as ‘moderate risk of bias’ and 
2 as ‘serious risk of bias’. In the second meta-analysis, 4 
RCTs were assessed as ‘some concern’ and 2 as ‘low risk 
of bias’; for NRSIs, 2 as ‘moderate risk of bias’ and 4 as 
‘serious risk of bias’.

The results of the conventional random effects model
Figures 1 and 2 show the combined results of RCTs and 
NRSIs using the conventional random effects model for 
the first and second meta-analyses. For the risk of DKA 
among users receiving SGLT-2 inhibitors versus active 
comparators, we observed an increased risk of DKA 
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when data from RCTs and NRSIs were pooled directly 
(OR = 1.50, 95%CI: 1. 11–2.03, I2 = 82%) and from NRSIs 
alone (OR = 1.56, 95%CI: 1.13–2.15, I2 = 90%), whereas no 
significant effect was observed when results from RCTs 
were pooled (OR = 0.82, 95%CI: 0.25–2.69, I2 = 0%). We 
found that the weight of RCTs in the total body of evi-
dence is only 6.1%.

For the association between low-dose methotrexate 
exposure and melanoma, we also observed an increased 
risk of melanoma when data were pooled directly from 
RCTs and NRSIs (OR = 1.16, 95%CI: 1.08–1.24, I2 = 0%) 

and from NRSIs alone (OR = 1. 14, 95%CI: 1.04–1.26, 
I2 = 0%), while no significant effect was observed when 
the results were pooled from RCTs only (OR = 1.94, 
95%CI: 0.72–5.27, I2 = 0%).

The results of the Bayesian analysis
The estimated risk of DKA in users receiving SGLT-2 
inhibitors versus active comparators is shown in Fig.  3 
using Bayesian analysis. The point estimate from Bayes-
ian analysis was much closer to the estimate from con-
ventional random effects model [exp(0.34) = 1.40], while 

Table 1 Characteristics of studies included in the meta-analysis conducted by Alkabbani et al. [29] for the risk of diabetic ketoacidosis 
among patients using sodium/glucose cotransporter 2 inhibitors compared with active comparators
First author (Year) Design Cases/

Participants
Duration of 
study

Mean 
Age 
(years)

Fe-
male 
(No, 
%)

SGLT-2 Inhibitor or Expo-
sure Group

Comparator

Lavalle-González (2013) RCT 1/1284 1 year 55.4 52.9 Canagliflozin Placebo/sitagliptin
Roden (2015) RCT 1/680 1.46 years 55.0 38.7 Empagliflozin Placebo/sitagliptin
Haering (2015) RCT 2/2702 1.46 years 57.1 49.1 Metformin + sulfonyl-

ureas + empagliflozin
Metformin + sulfonyl-
ureas

Frías (2016) RCT 1/463 0.54 years 54.2 52.1 Dapagliflozin Exenatide
Hollander (2018) RCT 1/1361 1 year 58.2 51.5 Ertugliflozin Glimepiride
Pratley (2018) RCT 1/1232 1 year 55.1 46.1 Ertugliflozin Sitagliptin
Gallo (2019) RCT 1/414 2 years 56.6 53.6 Ertugliflozin Placebo/glimepiride
Fralick (2017) Cohort study 81/76,090 0.5 years 54.6 47.3 SGLT-2i DPP-4i
Wang (2017) Cohort study 55/60,932 1.5 years 53.8 NA SGLT-2i Non-SGLT-2i AHAs
Kim (2018) Cohort study 63/112,650 3.5 years 53.2 44.8 SGLT-2i DPP-4i
Ueda (2018) Cohort study 30/34,426 3.5 years 61.0 39.0 SGLT-2i GLP-1
McGurnaghan (2019) Cohort study 677/238,876 12 years 65.8 43.5 Dapagliflozin No-user for dapagliflozin
Douros (2020) Cohort study 505/404,372 5 years 63.9 41.5 SGLT-2i DPP-4i
Wang-CCAE (2019) Cohort study 668/220,504 4.6 years 46.9 49.1 SGLT-2i Insulinotropic AHAs†
Wang-MDCD (2019) Cohort study 155/20,532 4.7 years 46.0 65.8 SGLT-2i Insulinotropic AHAs†
Wang-MDCR (2019) Cohort study 80/27,764 4.7 years 74.2 54.0 SGLT-2i Insulinotropic AHAs†
Wang-Optum (2019) Cohort study 379/115,722 4.5 years 58.8 49.3 SGLT-2i Insulinotropic AHAs†
†Includes DPP-4 inhibitors, GLP-1 receptor agonists, SU, nateglinide, and repaglinide

Table 2 Characteristics of studies included in the meta-analysis conducted by Yan et al. [30] for the association of low-dose 
methotrexate exposure and melanoma
First author (Year) Design Cases/

Participants
Duration of 
study

Mean Age 
(years)

Female 
(No, %)

Methotrexate Comparator

Breedveld (2006) RCT 1/531 24 months NA 74.5 Methotrexate Adalimumab
Klareskog (2004) RCT 1/340 12 months 53.0 77.0 Methotrexate Etanercept
Puéchal (2016) RCT 1/115 12 months 59.8 51.6 Methotrexate Azathioprine
Vanni (2020) RCT 9/3676 27.6 months 65.5 18.8 Methotrexate Unspecified
Van Vollenhoven (2020) RCT 1/945 6 months 53.7 76.0 Methotrexate Upadacitinib
Westhovens (2021) RCT 1/626 12 months 53.0 77.0 Methotrexate Filgotinib
Berge (2020) Case-control 

study
12,106/130,670 NA NA NA Methotrexate Unspecified

Polesie (2020) Case-control 
study

395/4345 NA NA 55.2 Methotrexate Unspecified

Chaparro (2017) Cohort study 10/5577 16.4 months NA 47.3 Methotrexate Thiopurine
Polesie (2017) Cohort study 3097/606,259 6 months 57.4 62.8 Methotrexate Unspecified
Polesie (2017) Cohort study 654/7911 6 months 59.3 63.7 Methotrexate Unspecified
Yan (2021) Cohort study 366/19,114 NA 74.0 56 Methotrexate Unspecified
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the interval from Bayesian analysis was much wider than 
the estimate from conventional random effects model. 
Despite the down-weighting of NRSIs, which increased 
the posterior variance, there was a near 90% probabil-
ity of an increased risk and a 40% probability of a > 15% 
increased risk. There was reasonable heterogeneity based 
on the point estimate (τ = 0.33, not shown). When we 
excluded the study that its control is not an active com-
parator [31], there was a 97% probability of an increased 
risk and a 68% probability of a > 15% increased risk (Fig-
ure S1). There was also a reasonable heterogeneity based 
on the point estimate (τ = 0.32, not shown).

Figure  4 shows the Bayesian estimates of the asso-
ciation between low-dose methotrexate exposure and 
melanoma. The Bayesian analysis showed significant dif-
ferences compared with the conventional random effects 
model. Although the point estimate from the Bayesian 
analysis was also close to the estimate from the conven-
tional random effects model [exp (0.17) = 1.19], it did not 
indicate an increased risk of melanoma. Furthermore, the 
Bayesian analysis showed only an 91% probability of an 
increased risk and a 9.5% probability of a > 15% increased 
risk. There was also reasonable heterogeneity based on 
the point estimate (τ = 0.37, not shown).

Sensitivity analysis
Figures S2 and S3 show the results for Case 1 and Case 2 
when we use different fixed values for the down-weight-
ing factors. For both studies, as we reduce the weight of 
NRSI, the posterior distribution shows a decrease in the 
probability of increasing risk. When we assign extremely 
low weights to NRSIs (α = 0.01), we observed a 52% 
probability of an increased risk of DKA in users receiv-
ing SGLT-2 inhibitors, while an 82% probability of an 
increased risk of melanoma in patients using low-dose 
methotrexate.

Figures S4 and S5 show the results for Case 1 and Case 
2 when we assign a uniform distribution to the down-
weighting factors. For both studies, the results are much 
closer to the results when we assign a beta distribution to 
the down-weighting factors.

Discussion
In this study, we discussed the use of power priors to dis-
count NRSIs and apply this method to incorporate NRSIs 
in a rare events meta-analysis of RCTs. We demonstrate 
how to set the down-weighting factor based on judg-
ments of the relative magnitude of the overall risk of bias 
for each NRSI outcome using the ROBINS-I tool. The 

Fig. 1 Odds ratio of diabetic ketoacidosis among patients receiving sodium-glucose co-transporter-2 inhibitors versus active comparators in random-
ized control trials and non-randomized studies of intervention
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methods were illustrated using two recently published 
meta-analyses, focusing on the risk of DKA in patients 
using SGLT-2 inhibitors compared with active compara-
tors, and the association between low-dose methotrex-
ate exposure and melanoma. There were no significant 
results for either meta-analysis when data from RCTs 
only were pooled. However, significant results were 
observed when data from NRSIs were pooled. When 
RCTs and NRSIs were combined directly in the same 
meta-analysis without distinction, both meta-analyses 
showed significant results. However, when the bias of the 
NRSIs was taken into account, there was a 90% probabil-
ity of an increased risk of DKA in users receiving SGLT-2 
inhibitors and an 91% probability of an increased risk of 
melanoma in patients using low-dose methotrexate.

Our study suggested that including NRSIs during 
the evidence synthesis process may increase the cer-
tainty of the estimates when rare events meta-analyses 
of RCTs cannot provide sufficient evidence. A previous 
meta-analysis concluded that the risk of DKA was not 
increased in users of SGLT-2 inhibitors compared with 
active comparators, possibly because of the small num-
ber of outcomes in all included RCTs [55]. However, in 
our study, we found that the sample size, number of DKA 
cases, and length of follow-up of the RCTs were much 
smaller than those of the NRSIs, and the range of mean 
ages in the NRSIs was wider than in the RCTs. There 
were 8 events in 8,100 patients in all the RCTs, and the 

pooled result was also not significant. The same results 
were observed for the risk between low-dose methotrex-
ate exposure and melanoma. In an extensive simulation 
study, Yao et al. [13] found that the power of the rare 
events meta-analysis of RCTs was much lower. In addi-
tion, Jia et al. [6] found that many rare events meta-analy-
ses are underpowered by evaluating the 4,177 rare events 
meta-analyses obtained from the Cochrane Database of 
Systematic Reviews. Our study showed that the preci-
sion of the relative treatment effect estimates for both 
meta-analyses increased when we included NRSIs and 
RCTs. All these results suggest that systematic reviews 
and meta-analyses of rare events should include evidence 
from both RCTs and NRSIs.

We do not recommend using the conventional 
approach as the primary method of the empirical anal-
ysis. Two recent meta-epidemiological studies have 
shown that many meta-analyses directly incorporate 
NRSIs using the conventional approach [8, 56]. The bias 
of relative treatment effect estimates from NRSIs can be 
reduced by some post-hoc adjustment techniques, such 
as propensity score analysis, but cannot be completely 
eliminated [12]. The conventional approach ignores dif-
ferences in study design and is unable to account for the 
potential bias of NRSIs [49, 51]. Therefore, by includ-
ing NRSIs in a rare events meta-analysis of RCTs using 
the conventional approach, we are not only combining 
results of interest, but also combining multiple biases. In 

Fig. 2 Odds ratio of melanoma among patients with low-dose methotrexate exposure in randomized control trials and non-randomized studies of 
intervention
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addition, compared with RCTs, the results of NRSIs often 
have a small confidence interval because the events and 
the sample size are usually much larger [29]. This would 
give greater weight than that of RCTs, leading to NRSIs 
dominating the conclusions. Our two illustrative exam-
ples also confirm this. However, confidence intervals for 
effect estimates from NRSI are less likely to represent the 
true uncertainty of the observed effect than are the confi-
dence intervals for RCTs [57]. The conventional approach 
may be used to assess the compatibility of evidence from 
NRSIs and RCTs by comparing changes in heterogeneity 
and inconsistency before and after the inclusion of NRSIs 
[51].

Estimates from NRSIs are generally considered to 
be biased, and it is difficult to quantify potential bias in 
empirical analysis [58, 59]. There are three commonly 
used methods to assess the direction or magnitude of 
potential bias in empirical analysis. The first method 
involves assessing the impact of NRSIs on combined 
estimates by varying the level of confidence placed in 
the NRSIs [41]. The second method treats bias param-
eters as random variables (i.e. a non-informative prior) 
to allow the combined estimates to be influenced by the 
agreement between sources of evidence [51]. The third 

approach is to seek expert opinion on the range of plausi-
ble values for bias parameters [24, 25]. Our study was the 
first to relate bias to study quality, with the direction or 
magnitude of possible bias determined by the risk of bias 
of each NRSI. Although tools to critically appraise NRSIs 
are widely available [33], they vary considerably in their 
content and the quality of the topics covered. We chose 
the ROBINS-I because it covers most of the issues com-
monly encountered in NRSIs [9] and assesses the risk of 
bias in relation to an ideal (or target) RCT as a standard 
of reference [28]. In this study, we did not down-weight 
of NRSI if it was assessed as having a “Low risk of bias,“, 
because an NRSI judged as having low risk of bias will be 
comparable to a well-conducted RCT [37]. However, one 
reviewer pointed out that an NRSI with low risk of bias 
as determined by ROBINS-I is likely to be of lower qual-
ity than an RCT with low risk of bias using the Cochrane 
tool. In the empirical analysis, we recommend using 
sensitivity analysis to explore the impact of reducing or 
not reducing the weight of low risk of bias NRSI on the 
estimates. The down-weighting factor for an NRSI with 
low risk of bias may be relatively large at this time, for 
example setting v = 0.1 or assuming α= 0.9 or α~ uni-
form (0.9,1).

Fig. 3 Three posterior distributions for the pooled log (OR) assessing the risk of diabetic ketoacidosis among patients using sodium/glucose cotrans-
porter 2 inhibitors compared with active comparators: The dark green and the green lines correspond to Bayesian meta-analyses including only RCTs or 
NRSIs, respectively. The blue line is a posterior distribution combined by a power prior approach
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The choice of the prior distribution for the down-
weighting factor is subjective. In this study, we set the 
down-weighting factors as scale random variables and 
modelled them as beta distributions. We grouped the 
studies according to different categories of risk of bias. 
We used the prior mean to determine the values of the 
parameter of the beta distribution and then set the val-
ues based on the results of the quality assessment of each 
literature. The values also represent a quantification of 
the confidence to be placed in each study. In practice, 
the prior can be informed by external information, such 
as using the empirical information from meta-epidemio-
logical studies in combination with expert consensus to 
derive the prior.

The impact of the risk of bias of the RCT on the estima-
tion was not considered in this study. Only a few method-
ological studies have considered the bias of both NRSIs 
and RCTs simultaneously. Turner et al. [24] proposed a 
method to construct prior distributions to represent the 
internal and external biases at the individual study level 
using expert elicitation, followed by synthesizing the esti-
mates across multiple design types of studies. Schnell-
Inderst et al. [26] simplify the methods by Tuner et al. 
and used the case of total hip replacement prosthesis to 

illustrate how to integrate evidence from RCT and NRSI. 
Verde et al. [15] proposed a bias-corrected meta-analysis 
model that combines different types of studies in a meta-
analysis, with internal validity bias adjusted. This model 
is based on a mixture of two random effect distributions, 
where the first component corresponds to the model of 
interest and the second component corresponds to the 
hidden bias structure. In our framework, the likelihood 
function of RCT can be extended to explain its own bias, 
for example, using the robust Bayesian bias adjustment 
random effects model proposed by Cruz et al. [47] How-
ever, more in-depth studies need to explore how to assign 
a rational parameter for the risk of bias in RCTs [60]. 

There were some limitations to this study that need to 
be recognized. First, the bias of point estimates of NRSIs 
was not considered in the method. Bias in estimates of 
relative effects from NRSIs could depend on the method 
used to obtain them. Different methods used to estimate 
relative treatment effects from an NRSI could produce 
different results. Therefore, it may be difficult to predict 
the direction (and also the magnitude) of possible biases. 
The vast majority of empirical analyses reduce the NRSI 
weights in the pooled estimates, and this study follows a 
similar strategy. Second, only two illustrative examples 

Fig. 4 Three posterior distributions for the pooled log (OR) assessing the association of low-dose methotrexate exposure and melanoma: The dark green 
and the green lines correspond to Bayesian meta-analyses including only RCTs or NRSIs, respectively. The blue line is a posterior distribution combined 
by a power prior approach
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were used in this study. More comprehensive analyses in 
further empirical or simulation studies are needed. Third, 
there are other methods for combining RCTs and NRSIs 
in a meta-analysis [14], but their performance compared 
to the current method was not investigated. Therefore, 
further evaluation of these methods in different sce-
narios, including the use of comprehensive simulation 
studies, is warranted. Fourth, although we used the OR 
as the effect measure, these methods can be applied to 
other measures of association commonly used in meta-
analyses, including relative risk (e.g. using the Poisson 
regression for RCTs [21]), risk difference (e.g. using the 
beta-binomial model for RCTs [61]).

Conclusions
In summary, the inclusion of NRSIs in a rare events 
meta-analysis has the potential to corroborate findings 
from RCTs, increase precision, and improve the decision-
making process. Our study provides an example of how 
to down-weight NRSIs by incorporating information 
from risk of bias assessments for each NRSI using the 
ROBINS-I tool.
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