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Abstract 

Background:  Inconsistent responding is a type of invalid responding, which occurs on self-report surveys and threat-
ens the reliability and validity of study results. This secondary analysis evaluated the utility of identifying inconsistent 
responses as a real-time, direct method to improve quality during data collection for an Internet-based RCT.

Methods:  The cannabis subscale of the Alcohol, Smoking and Substance Involvement Screening Test (ASSIST) was 
administered as part of eligibility screening for the RCT. Following the consent procedure, the cannabis subscale was 
repeated during the baseline interview. Responses were automatically compared and individuals with inconsistent 
responses were screened out.

Results:  Nearly half of those initially eligible for the RCT were subsequently screened out for data quality issues 
(n = 626, 45.3%). Between-group bivariate analysis found that those screened out (OUT) were significantly older 
(OUT = 39.5 years (SD = 13.9), IN = 35.7 years (SD = 12.9), p < .001), more had annual incomes less than $20,000CND 
(OUT = 58.3%, IN = 53.0%, p = .047), used cannabis less often in the past 30 days (OUT = 23.3 days (SD = 9.7), 
IN = 24.8 days (SD = 11.3), p < .006), and had lower total ASSIST scores at screener (OUT = 19.3 (SD = 8.0), IN = 23.8 
(SD = 10.4), p < .001) and baseline (OUT = 17.5 (SD = 7.9), IN = 23.3 (SD = 10.3), p < .001) compared to participants who 
were screened in to the RCT.

Conclusion:  Inconsistent responding may occur at high rates in Internet research and direct methods to identify 
invalid responses are needed. Comparing responses for consistency can be programmed in Internet surveys to auto-
matically screen participants during recruitment and reduce the need for post-hoc data cleaning.
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Background
Invalid responding can negatively impact the quality of 
data collected in self-reported surveys [1]. It occurs when 
participants answer questions without sufficient effort [2] 
or attention [3] and has been associated with several fac-
tors including distraction [4], fatigue [5], and boredom 
[1]. Regardless of the underlying causes, during surveys 

participants can become unmotivated to respond accu-
rately, consistently, or to consider item content or survey 
instructions [2]. This can result in random data patterns 
[4] where the participant responds unsystematically and 
every answer has an equal likelihood of being selected 
[6]. Non-random response patterns are also possible 
and may include repeated selection of the same response 
option (e.g. straightlining) or the use of other discern-
ible patterns (e.g. diagonal lines) [4, 7]. In research, 
invalid responding may bias validity coefficients, esti-
mated group differences [5], effect size estimates [8], and 
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significance tests [7]. A small amount of invalid respond-
ing in a sample (5%) can exaggerate or mute correlations 
[1], and 10% can create an additional factor in models [1, 
9]. It can lower or inflate reliability estimates [1, 9], and 
impacts internal and external validity [5, 10]. Finally, 
removing even a small proportion of these cases can 
improve scale properties [2].

Although there is extensive research on invalid 
responding, few addictions studies report rates of its 
occurrence in their samples [6]. This makes it difficult 
to estimate the overall frequency in addictions research, 
however, instances as high as 40% have been reported [3, 
9]. This is concerning since there is widespread agree-
ment that invalid responding is a serious threat to data 
quality [1], which can in turn impact research conclu-
sions [7–9] and clinical decisions [5, 10]. While it is likely 
that most invalid responding is unintentional [4], these 
responses are nonetheless inaccurate, impact the quality 
of self-report data, and merit greater attention in addic-
tions research.

It is also important to be aware of the risks of invalid 
responding in the context of Internet research, espe-
cially given the recent proliferation of online studies. 
For instance, one concern relates to the environment in 
which the participant completes the survey. Since the 
participant and researcher are separated, the researcher 
cannot control possible distractions or monitor par-
ticipant motivation, attention, or engagement during 
the survey [1, 11]. Another concern is the possibility of 
fraudulent respondents [12, 13]. For example, individu-
als may intentionally misreport on surveys in order to 
ensure their enrollment in the study or may attempt to 
re-enroll by adjusting their responses to appear to be dif-
ferent people. Likewise, bots (automatic programs) seek 
out and complete surveys randomly or inconsistently. 
Although invalid responding is not unique to Internet 
administered surveys, there are unique contributing fac-
tors, which need to be considered by researchers.

Fortunately, a number of research methods have been 
developed to try to identify this phenomenon. These 
procedures can be divided into post-hoc data cleaning 
and direct measures applied during data collection. 
Post-hoc data cleaning is crucial for screening data for 
invalid responding. Visually inspecting data sets for 
anomalies such as univariate outliers, out-of-range 
data, and missing values can help identify suspicious 
patterns [3]. Frequency curves and norms data are also 
useful [3], as are more complicated methods such as, 
testing for multivariate outliers (Mahalanobis D) [1], 
and measures of internal consistency (i.e. Goldberg’s 
psychometric antonyms/synonyms, Jackson’s individ-
ual reliability index) [3]. Nonsensical answers can also 
identify suspicious cases (e.g. length of substance use 

greater than participant age), as can comparing pairs of 
answers for inconsistent responses [2]. Finally, response 
times have been used with some success. Shorter com-
pletion times are thought to indicate inattention (i.e. a 
participant does not read the question or consider their 
response) [7]. However, to varying degrees, these meth-
ods can be labour intensive or difficult to implement [1] 
depending on the type of scales used, the sample size, 
and survey length [3].
Post-hoc methods provide various means of screen-

ing data sets for invalid responding, however, deleting 
data post-hoc runs the risk of under powering a sample, 
altering relationships between variables, or reducing 
sample diversity [10]. Instead it has been suggested that 
early detection of invalid responding during data col-
lection might reduce the risk of introducing these other 
biases [8]. Some more direct procedures have been 
tested with varying results. Adding bogus items [7] (e.g. 
“I was born on February 30th”), attention checks [7] 
(e.g. “To show I am paying attention, I will select ‘All 
the Time’”), and self-reported measure of diligence [1] 
are popular methods to assess whether participants are 
reading questions, following directions, and consider-
ing their answers.

The following secondary analysis uses data collected 
during a randomized controlled trial (RCT) of a brief 
intervention for risky cannabis use. To mitigate concerns 
related to invalid responding, select responses provided 
by the individual during the baseline interview were 
compared to responses provided during the eligibility 
screener. Those who failed to meet any one of four con-
sistency checks were screened out (not randomized). The 
objective of this secondary analysis was to understand 
why individuals were screened out and investigate any 
differences compared to those who were screened in to 
the RCT.

Method
Participants
Beginning in March 2020, Facebook advertisements 
recruited individuals living in Canada to participate 
in a RCT of a brief online intervention for risky canna-
bis use. The advertisement text invited individuals who 
were concerned about their cannabis use and “interested 
in participating in a study to find ways to help people 
who are worried about their cannabis use,” to complete 
a brief screener. Individuals were eligible to partici-
pate if they were 18 years of age or older, used cannabis 
in the previous three months, and scored four or more 
on the ASSIST cannabis scale. Contact information was 
collected and verified to minimize the risk of bots and 
fraudulent participants.
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Design
All individuals who met the eligibility criteria and elec-
tronically provided informed consent were emailed a 
personalized link to the baseline survey. The survey link 
expired two weeks after being sent. The beginning of the 
baseline survey consisted of the re-administration of the 
ASSIST cannabis scale. Before continuing with the base-
line and receiving the intervention, the quality of the data 
was assessed by comparing the ASSIST screener and 
baseline responses.

There were four reasons for which individuals could 
be screened out for data inconsistencies. First, if they 
reported not using cannabis and second if their ASSIST 
total score on the second administration changed to 
less than four. The RCT was testing a brief interven-
tion for people who use cannabis and a score of four on 
the ASSIST indicates moderate risk and brief interven-
tions are recommended [14]. Thirdly, an individual was 
screened out if a response to an ASSIST item changed 
from being endorsed on the screening survey (e.g. had 
“health, social, legal, or financial problems”) to “never” 
on the baseline administration (e.g. ‘never’ had “health, 
social, legal, or financial problems”). Finally, individuals 
were screened out if their total ASSIST score changed by 
more than 10 points.

Alcohol, Smoking and Substance Involvement Screening 
Test (ASSIST)
The ASSIST is an 8-item tool that was developed by the 
World Health Organization to screen for substance use 
and assess risk of harm. The ASSIST assesses several 
substances including cannabis. The first item determines 
which substances the respondent has ever used in their 
lifetime and items 2 to 5 ask about frequency of use and 
associated risks by using five response options rang-
ing from “Never” to “Daily or Almost Daily.” The score 
associated with each response varies for each question 
(“Weekly” is coded 4 for question 2 and 7 for question 
5). Item 6 asks if anyone has ever expressed concern 
about their use and item 7 asks if they have ever tried to 
cut down or stop using the substance. These two items 
use three response options: “No, never,” “Yes, in the past 
3 months”, “Yes, but not in the past 3 months”. The tool is 
scored by adding the values for items 2 to 7 and higher 
scores indicate greater risk. Scores can also be catego-
rized as lower (score of 0 to 3), moderate (score of 4 to 
26) and high (score of 27 to 39). Extensive psychometric 
testing for the ASSIST is still lacking, however, an inter-
national study tested the reliability and the validity of the 
ASSIST in 2002. In this study, the average test–retest reli-
ability coefficient (kappa) for the cannabis subscale was 
0.64 and kappas for each item ranged from 0.43 to 0.72. 

Time between these reliability tests ranged from one to 
three days. The ASSIST cannabis use scale has a Cron-
bach’s alpha internal consistency of 0.85 (n = 100) [15].

Ethical approval
The trial protocol was approved by the Centre for Addic-
tion and Mental Health’s standing research ethics review 
committee.

Data analysis plan
Bivariate analyses were conducted to investigate possible 
differences in the demographic data between those who 
were screened into the RCT or out for data inconsist-
encies. Likewise, t-tests assessed the difference in con-
tinuous variables. Among those who were screened out, 
frequencies were used to assess which items were subject 
to data quality issues. All analyses were performed using 
IBM SPSS Statistics 25.0.

Results
Sample
A total of 4,452 individuals completed the screener. Of 
these, 299 did not meet eligibility criteria (i.e., 18  years 
of age or older (19); never used cannabis (60); scored 
less than 4 on the ASSIST (220)). Another 2,304 did not 
complete the consent process and 207 were excluded for 
enrolling or trying to enrol multiple times. Additionally, 
six withdrew and 255 did not complete the second set 
of ASSIST questions. This resulted in a sample of 1,381 
cases where response consistency could be assessed. Of 
these 626 were screened out and 755 were screened in 
(Fig. 1).

Demographics
The average age of the entire sample was 37.5 (SD = 13.5) 
years, 36.7% (n = 507) were male, 45.0% (n = 622) were 
married, 57.8% (n = 798) had some post-secondary 
education, 52.7% (n = 728) were employed, and 55.4% 
(n = 765) had an income less than or equal to $20,000 
(CND). In order to investigate if there were demographic 
differences between individuals who were screened in or 
out, bivariate comparisons were made (Table  1). There 
were significant differences between the groups with 
respect to age (mean 39.5  years (SD = 13.9) screened 
out; 35.7  years (SD = 12.9) screened in, p < 0.001). In 
addition, significant differences were found between the 
total ASSIST score on the screener (mean 19.3 (SD = 8.0) 
screened out; 23.8 (SD = 10.4) screened in, p < 0.001) and 
on the baseline scores (mean 17.5 (SD = 7.9) screened 
out; 23.3 (SD = 10.3) screened in, p < 0.001). The groups 
were also different in the frequency they used cannabis in 
the past 30 days (mean 23.3 days (SD = 9.7) screened out; 
24.8 days (SD = 11.3) screened in; p = 0.006).
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Data screening
The average time between the first and second adminis-
tration of the ASSIST was 2.5 days (SD = 2.75 days). Of 
the 11 possible data quality checks which were consid-
ered inconsistent, 61.8% of the screened out cases were 
excluded as the result of one data issue, 22.8% because 
of two, and 15.3% because of three or more (only three 
participants had more than five data inconsistencies). 
Table 2 summarizes the data quality issues among those 

screened out. A change in total ASSIST scores between 
the screener and baseline resulted in only 86 (13.7%) 
individuals screened out. The majority of the data qual-
ity issues were due to a change on an ASSIST question. A 
total of 613 (97.9%) participants had at least one incon-
sistent ASSIST response. Finally, another 20 (3.2%) cases 
were excluded for indicating on the baseline that they did 
not use cannabis.

Descriptive statistics of demographic and clinical 
characteristics of individuals screened out for each type 
of inconsistency was examined. Cases where the total 
baseline ASSIST score was less than 4 was combined 
with those whose scores changed by ± 10 and the results 
are presented in Table 3 (in the first column, Change in 
Total ASSIST Score). Change in ASSIST Item Answers 
describes cases where any ASSIST item response 
changed to “never” on the baseline. Finally, Change in 
Report of Using Cannabis consists of cases where on the 
baseline, the individual reported never using cannabis. 
Some individuals were screened out for multiple reasons 
and may be counted more than once.

Screened in compared to no screening
It is important to consider if the two-step recruitment pro-
cess meaningfully changed the sample recruited for the 
RCT. Bivariate comparisons (Table 4) were made compar-
ing the demographics of the sample who were screened in 
and participated in the RCT and the first 755 individuals 

Fig. 1  Consort chart

Table 1  Comparisons between those who were Screened In or 
Out of the RCT due to inconsistencies

ASSIST Alcohol, Smoking and Substance Involvement Screening Test

SD Standard Deviation

Variables Screened Out
(n = 626)

Screened In
(n = 755)

P

Male, n (%) 232 (39.0) 275 (39.5) 0.865

Some post-secondary  
education , n (%)

347 (55.4) 451 (59.7) 0.107

Married / Common-law, n (%) 290 (46.3) 332 (44.0) 0.382

Full/Part time employed, n (%) 315 (50.3) 413 (54.7) 0.104

Income <  = $20,000, n (%) 365 (58.3) 400 (53.0) 0.047
Age, mean (SD) 39.5 (13.9) 35.7 (12.9)  < 0.001
Total ASSIST screener, mean (SD) 19.3 (8.0) 23.8 (10.4)  < 0.001
Total ASSIST baseline, mean (SD) 17.5 (7.9) 23.3 (10.3)  < 0.001
Frequency of use, past  
30 days, mean (SD)

23.3 (9.7) 24.8 (11.3) 0.006
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who would have been enrolled if there had not been an 
inconsistency check. There were significant differences 
between the groups with respect to age (mean 35.7  years 
(SD = 12.9) screened in, 37.1 years (SD = 13.6) no screening, 
p = 0.040), the total ASSIST score on the screener (mean 
23.8 (SD = 10.4) screened in, 22.0 (SD = 9.7) no screening, 
p = 0.001) and on the baseline scores (mean 23.3 (SD = 10.3) 
screened in, 21.1 (SD = 9.9) no screening, p < 0.001).

Discussion
To improve data quality and reduce invalid responses 
for an online survey a real-time comparison of response 
consistency was trialed during data collection by using 
two administrations of the ASSIST cannabis scale in an 
Internet survey. Nearly half (45.3%) of individuals who 
met initial eligibility criteria were later screened out for 
inconsistent responses. These individuals tended to be 

Table 2  Change between Screener and Baseline among those Screened Out

ASSIST Alcohol, Smoking and Substance Involvement Screening Test

 Inconsistency Check Frequency (%)
(n = 626)

Change in Total ASSIST Scores

  Baseline total score < 4 16 (2.6)

  Difference total score of more than ± 10 points 71 (11.3)

  Any change in total score 86 (13.7)

Change in ASSIST Item Answers

  3 “strong desire or urge to use” 128 (20.4)

  4 use “led to health, social, legal, or financial problems” 215 (34.3)

  5 “failed to do what was normally expected because of your use” 209 (33.4)

  6 “friend or relative or anyone else ever expressed concern” 151 (24.1)

  7 “ever tried to control, cut down or stop using” 177 (28.3)

  Any change to ASSIST answers 613 (97.9)

Change in Report of Using Cannabis

  Baseline ASSIST Item 2—Did you use marijuana, cannabis or hashish? 6 (1.0)

  Which of the following best captures your pattern of cannabis throughout the week? 14 (2.2)

  How many times a day, on a typical weekday/weekend do you use cannabis? 13 (2.1)

  How many hours after waking up do you typically first use cannabis? 15 (2.4)

  Any change to “never” use 20 (3.2)

Table 3  Descriptive Characteristics of those who were Screened Out by Type of Inconsistency

Note: Some individuals were screened out for multiple inconsistencies and may be counted in more than one column

ASSIST Alcohol, Smoking and Substance Involvement Screening Test

SD Standard Deviation
a  Baseline ASSIST total score < 4 and/or change of ± 10 between screener and baseline
b  Change to “never” on baseline for any ASSIST item
c  Reported never using cannabis on baseline

Variables Change in Total ASSIST Scorea

(n = 86)
Change in ASSIST Item Answerb

(n = 613)
Change in Report 
of Using Cannabisc 
(n = 20)

Male, % (n) 27.9 (24) 37.2 (228) 30.0 (6)

Some post-secondary education, % (n) 55.8 (48) 55.1 (338) 60.0 (12)

Married / Common-law, % (n) 41.9 (36) 46.5 (285) 40.0 (8)

Full/Part time employed, % (n) 39.5 (34) 50.4 (309) 45.0 (9)

Income <  = $20,000, % (n) 59.3 (51) 58.1 (356) 55.0 (11)

Age, mean (SD) 38.0 (13.6) 39.7 (13.9) 34.8 (14.3)

Total ASSIST screener, mean (SD) 21.8 (10.8) 19.3 (7.7) 14.2 (10.8)

Total ASSIST baseline, mean (SD) 15.3 (9.7) 17.5 (7.8) 11.4 (11.6)

Frequency of use, past 30 days, mean (SD) 17.6 (12.2) 23.6 (9.4) 3.6 (9.6)
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slightly older, used cannabis less frequently in the last 
30 days, and had lower total ASSIST scores at screening 
and baseline compared to those who were screened in. 
There are many possible explanations underlying these 
differences including, recall bias or even falsifying data 
in an attempt to avoid detection. Nonetheless, future 
research should try to understand whether this is a result 
of careless responding, recall bias, or due to greater reli-
ability issues of web-based administration and if these 
vary among different groups.

Without the two-step screening process, the sample 
would have consisted of 329 (43.5%) participants with 
inconsistent responses. This sample would have been 
slightly older with lower total ASSIST scores at screen-
ing and baseline. It is possible that the screening process 
excluded valid respondents and as a secondary analy-
sis, it is not possible to determine how this would have 
affected the results of the RCT. It was not expected that 
nearly half of the individuals screened would have incon-
sistent data, however, if these cases were discarded post-
hoc during data cleaning, the study would have been 
severely underpowered jeopardizing the legitimacy of 
the results. Alternatively, keeping such cases during data 
cleaning could have had equally devastating impacts by 
significantly inflating or reducing potential associations 
between intervention condition assignment and cannabis 
use outcomes at follow-up [16].

The finding that nearly half of potential participants 
were screened out is concerning and suggests that invalid 
responding may occur at a high frequency in Internet sur-
veys and conservative approaches for identifying invalid 
responding needs to be balanced with the risk of remov-
ing valid cases, and Type I /II error [1, 2, 5, 7, 10]. Estab-
lishing the point where invalid cases cause more harm 
than the risk of removing them [9] will be important for 

future research, however, including at least one measure 
to identify invalid cases is nonetheless recommended for 
online surveys [1, 2]. All methods may not measure the 
same construct [17]. but given the multiple underlying 
causes for invalid responding, any one method could still 
improve data quality. A two-step recruitment process, 
using a consistency check like the one implemented in 
this study merits further investigation. The ability to pro-
gram the consistency checks automatically in survey pro-
grams is especially useful and provides an alternative to 
post-hoc data cleaning methods.

The advantages of conducting Internet-based survey 
research has contributed to the increased use of this 
modality in many fields. Internet surveys are generally 
affordable, easy to administer, accessible, and can accom-
modate complicated question skip patterns [10]. Regret-
tably, Internet survey research is not without its unique 
challenges. Invalid responding is a recognized data qual-
ity issue and screening for this issue needs to become 
common practice [5] in addictions research. Further-
more, although findings from this study need to be repli-
cated, there may be unexpected benefits to implementing 
this two-stage method of screening. We speculate that 
the extra screening undertaken during recruitment may 
have reduced fraudulent responses and resulted in a 
more conscientious sample, which subsequently contrib-
uted to the high follow-up rates (92% at 3-months; 91% at 
6-months) post baseline.

As a secondary analysis, this project was not powered 
to address invalid responding and its design did not 
include a control group using another mode of admin-
istration. Similarly, the associations discussed here may 
not generalize beyond Internet surveys of individuals 
who use cannabis. Another limitation of this analysis is 
that motivations or reasons underlying the inconsistent 
responses were not investigated and thus, other expla-
nations or biases may be involved. During development 
testing of the ASSIST, participants were asked to explain 
the reasons for their inconsistent responses. In addition 
to inattention, other common responses included not 
understanding the question and remembering or forget-
ting information between testing [15]. While these issues 
may still contribute to the inconsistent responses, some 
issues such as question clarity have been improved in 
subsequent revisions of the ASSIST, including the ver-
sion used in this study. Nonetheless, we are unable to 
speculate further as to the source of the invalid respond-
ing observed. That is, it is unclear as to whether the 
inconsistent responding was a limitation of the meas-
ure used, the mode of administration (i.e. Internet sur-
vey), or a result of participant carelessness or deliberate 
attempts to be eligible for the study. Whether related to 
inattention or another variable, inconsistent answers 

Table 4  Comparison of those Screened In with the Sample that 
Would have Participated without two-stage screening

ASSIST Alcohol, Smoking and Substance Involvement Screening Test

Variables Screened In
(n = 755)

No Screening
(n = 755)

P

Male, n (%) 275 (39.5) 281 (39.3) .953

Some post-secondary educa-
tion, n (%)

451 (59.7) 438 (58.0) .497

Married / Common-law, n (%) 332 (44.0) 339 (44.9) .717

Full/Part time employed, n (%) 413 (54.7) 393 (52.1) .302

Income <  = $20,000, n (%) 400 (53.0) 391 (51.8) .643

Age, mean (SD) 35.7 (12.9) 37.1 (13.6) .040
Total ASSIST screener, mean (SD) 23.8 (10.4) 22.0 (9.7) .001
Total ASSIST baseline, mean (SD) 23.3 (10.3) 21.1 (9.9)  < .001
Frequency of use, past 30 days, 
mean (SD)

24.8 (11.3) 23.9 (9.7) .068
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should nonetheless be identified and used with caution 
in analyses. Finally, time to compete each survey was 
not recorded, but should be included in future stud-
ies as completion time has been associated with invalid 
responding.

The inconsistent responses observed in this project 
could be the result of measurement error or an indi-
vidual making a mistake on a response; however, the 
inconsistencies could also be related to carelessness, 
fraudulent responders, or the randomness of bots. Thus, 
some change in answers is expected between repeated 
administrations of a tool (e.g., a participant may remem-
ber new information). On the ASSIST specifically, such 
changes can alter the total score by one to four points 
per question. Placing an upper limit of 10 points on the 
changes balances the expected measurement error while 
attempting to reduce the risk of invalid responding. Fur-
thermore, previous research has demonstrated that the 
web-based measures of the ASSIST has less internal con-
sistency compared to paper-and-pencil administrations 
[18]. A 10-point difference on the cannabis ASSIST scale 
demonstrates significant behavioural changes and could 
potentially have an impact on outcome data [19] and a 
primary concern for this project was related to the eligi-
bility criteria of moderately risky use. Brief interventions 
(like the one being tested in the RCT) are recommended 
for individuals scoring in the moderate range on the 
ASSIST (4–26). Therefore, it was of particular concern 
that a 10-point decrease could change a participant from 
moderate to low risk. Conversely, a 10-point increase was 
less likely to move a participant from moderate to high 
risk where a brief intervention would possibly be less 
beneficial. Nonetheless, future research should system-
atically investigate the impact of a 10-point cut-off for 
inconsistencies on the ASSIST.

Conclusion
Although these findings are limited, the results indicated 
some demographic differences between those screened 
in or out of the RCT and differences by type of incon-
sistency check. Future research should systematically 
investigate how this type of two-step screening using 
inconstancies influences data quality, especially due to 
some of the unique challenges faced by Internet research. 
Given the results of this study where nearly half of indi-
viduals were screened out for a data quality issue, intro-
ducing a technique to recognize invalid responding is 
recommended.
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